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ABSTRACT 

 

In computer-human interaction, understanding human behavior is one of the main tasks for 
a machine to make the whole process as natural as possible. Conversation is one of the 
quickest and most natural methods of communication between humans. By understanding 
the emotion behind the speech, machines can better assist humans. The purpose of this 
project is to build a machine learning model that will recognize emotion in the audio-
containing speech. The modeling of the SER can be done respective and irrespective of the 
semantic contents of the speech itself. This research will aim to focus on tone and pitch 
recognition of the voice. Which will help in recognizing the emotional state of the human 
using the non-linguistic aspect of the speech. As human emotions can get complicated to the 
point that even humans cannot always precisely understand the emotion of the speaker, we 
can summarize them into four main categories neutral, positive, angry, and sad emotions. 
These will be the focus of the predictions for the developed model. Comparison will be done 
between various implementations to find out the best fitting model for the non-linguistic 
approach.  
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1 INTRODUCTION 
There has been significant progress in the speech recognition field such as speaker verification, 

text-to-speech synthesis and vice-versa, etc. However, there is one thing that still differs machines 
from humans in the field of speech, which is human emotions. It is yet still not a completely 
developed area of research and technologies still cannot accurately detect human emotions from 
speech, or generate an emotional (emotionally expressive) speech themselves.  

There are various ways of measuring a human’s emotional state. This can be done through visual 
cues like facial expressions, repetitive movements of hands, bodily fluids like sweat (fear), or tears 
(sadness). Such cues are recorded by cameras or body sensors. At the same time, emotion can be 
evaluated by audial cues. By tone and pitch, and shakiness of the voice one can assume the emotional 
state of a human. This is usually supported by the context of the speech. 

There are many spoken languages in the world, but often they all have similar intonation of 
emotions, i.e., when angry, a person’s voice is usually high and shakier, when sad it is quieter. That 
is why, to create a universal system that can understand the emotional state of speech regardless of 
language or context, the tone and pitchiness of the voice should be prioritized. This way it is likely 
that machines will understand human emotion despite not understanding what they say. 

Humans often can easily understand the emotions of the speaker without needing to concentrate 
much. The voice of a human often reflects underlying emotion through tone and pitch. Sometimes 
animals like dogs can understand human emotion cause of the tone [1]. However, this is incredibly 
hard for a machine. Multiple audio recordings are needed for a computer to differentiate various 
tones and associate them with basic emotions. Understanding the emotion of the speaker helps in 
exploiting several applications in human-computer interactions, like computer tutorial applications, 
where the emotional state of the human plays its role [2]. And even assist human-human interactions 
by automating the process. Such fields include therapeutical fields, where the emotional state of a 
patient is diagnosed by a tool and can be of help to a therapist [3]. 

While it is fairly easier to find linguistic patterns in a language using speech recognition systems 
and automatic the process, it is still a challenging problem for non-linguistic content. There are 
several factors such as cultural differences that can affect the style of emotional expression. Not only 
outside factors like geographical location can affect it, but the various speaker and speaker styles are 
existing, which may also affect the recognition [4]. 

Another important detail for machines to recognize emotion is unobtrusive data collection. 
According to [5], microphones, namely recording the audio data is the least obtrusive method to 
interfere with humans’ daily lifestyle, while cameras point out to humans or body sensors are being 
constantly in contact with skin. Such methods can make humans feel annoyed or maybe too focused 
on the process of being watched which makes them lose the point of natural behavior.  

One of the issues for such training of the models is data. While there are publicly available 
datasets, they are usually a collection of recorded actors’ “performing” an emotion. That is, those 
emotions are rather fabricated than naturally expressed. The actor’s performance of a certain emotion 
can be more dramatic compared to the real-life version of it [6]. 
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The data in such recognition tasks have more value compared to the input features and 
parametrization [7]. That is, the more ‘natural’ the database is used in the training process the higher 
the degree of the performance of the system in practical conditions [8]. In real life, the speeches are 
often a conversational matter, while in the pre-recorded audio files it is often one-way conversing. 
Therefore, this may affect recognition in real-world applications.  

But by using the realistic ‘natural data’ there come its issues. One of the common ones is the 
presence of noise in the recorded files. This severely influences and reduces the performance of 
emotion detection [9].  

Another commonly observed issue with the speech in real life is that it is often neutral. This means 
there is a great data imbalance being observed. The researchers in [8] have manually analyzed 10 
hours of data where they have found out that ~62% of it contains neutral emotion. 

SER is not a concept in Data Science projects, though it has never been used with the Azerbaijani 
language. An entirely new dataset needs to be obtained and worked on. A great deal of feature 
engineering is expected to be done considering the novelty of this project. While the purpose of this 
project is not to focus on the language and context of the speech, a collection of the Azerbaijani data 
will be attempted to test the theory and differences between the multinational tonality uniqueness. 

Features used for the training of the model could be classified into two groups prosodic and 
acoustic. Prosodic features show more of the perceptual side of the speech like rhythm, intonation, 
and loudness. Examples would be phone duration, fundamental frequency, and energy [10].  While 
the acoustic features are the ones that this paper will be focusing on. They show the physical sides 
of the speech like MFCC (Mel-Frequency Cepstral Coefficients), LSP (Linear Spectral Pair), etc. 
Though, for both cases, global statistics are used to minimize the linguistic dependency of the speech. 
They include meaning, variance, range, min/max, etc. This shows us that there various speech 
databases that are collected using different labeling methodologies. 

There are various emotions that humans can express throughout a speech or physical mannerisms. 
In research provided by Alan S. Cowen and Dacher Keltner from the Department of Psychology of 
the University of California, there are 27 distinct categories of emotions present in the human brain 
[11]. But for the recognition of emotions, more simplistic models are better to use. There is a model 
of basic emotions provided by Ekman, who states that there is a set of 6 basic emotions [12]. Those 
are neutral expression, anger, fear, surprise, joy, and sadness emotions. At the same time, there are 
more detailed models like the Russel model [13]. Russel’s model relies on the dimensionality of the 
emotions, namely that emotions can be shown in two-dimensional space. In such space, the x-axis 
shows valence (the capacity of one person to react to another [14]) and the y-axis shows arousal. 
Another multidimensional model is the Plutchik model [15]. In his model, emotions can be expressed 
in three-dimensional space, combining the fundamental emotions with the emotions of the bi-
dimensional model. Essentially, the outer emotions are a combination of the inner emotions. 

But even for humans, so many emotions aren’t always easy to distinguish without external clues 
like mimics, environment, etc. That is why in this research I will be focusing on four main emotion 
categories neutral, positive, angry, and sad. The neutral emotions will include calm, boredom, and 
neutral speeches, the positive ones will include happy, pleasantly surprised, and hopeful speeches, 
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angry ones will be comprised of angry and disgusted speeches, and lastly, sad ones will be comprised 
of sad and frustrated speeches. 

2 LITERATURE REVIEW 
This research will be focusing on extracting the spectral features of the audio. This is a common 

approach for the non-linguistic analysis of the speech [16]. There are various reasons why speech 
emotion recognition as a task could be challenging. To begin with, there is no universally accepted 
theoretical definition of emotion [52]. 

Certain emotions can be expressed differently from person to person, and such factors as culture 
and environment can be affecting them. Often in the practice, the research done on monolingual 
speech was making assumptions that such differences as a culture do not affect the classification 
result. Though, the multi-lingual speech emotion classification has been done on a context-
independent basis in [53].  

One of the factors that affect the emotional speech variety is the mental health of the speaker, i.e. 
the speaker is going through a sad phase in life which erases the line between certain emotional 
expressions making some certain emotions more transient. This will make a machine confused, 
which may focus on the long-term emotional stage or the transient one [4]. 

Emotions do not have a certain structure, meaning in a single speech piece, there could be more 
than one emotion present. Finding the boundaries between them is not a difficult task for humans, 
but for machines, it is a tough assignment. And because humans can do it, researchers keep analyzing 
and finding ways to help machines learn how to do it as well. 
The researchers in [5] decided that they will try a different approach where they will be transforming 
an audio segment into a spectrogram. Spectrograms are visual representations of the before-
mentioned spectral features (frequencies) of the audio. Essentially, they have tried to approach the 
problem from a computer vision perspective. The algorithm they have used is called Bag of Words 
or in this specific case Bag of Visual Words [17]. Bag of Words is a process of describing a text 
document as a histogram based on the word frequencies. BoVW on the other hand is a model built 
on visual vocabulary that helps with computer vision concepts like image classification or object 
recognition [18]. The dataset they used included speeches in various languages that are open datasets, 
as well as manually collected recordings of the middle-school students in a class environment. They 
generated the spectrograms by segmenting the audio and then applying a short-time Fourier 
transform (STFT) on the original signal. And at the end of the evaluation, they have got spectrograms 
of five emotions (Fig. 1). 

 
Figure 1: Example of spectrogram images per emotion 
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To put shortly the process, they have gone through is following: speech signals were transformed 
into the spectrograms, then from spectrograms descriptor was extracted and compared with the visual 
vocabulary. Using the feature vectors, they have finalized the process of emotion recognition. The 
accuracies varied depending on the dataset the model worked on; the SAVEE dataset (an emotional 
English dataset with four actors performing 15 sentences) showed an accuracy of 54%, while their 
own manually collected data showed an accuracy of 83%.  

According to [8], the realism of the data used for the training has more importance on the 
predictions compared to the feature engineering of the models. Therefore, they have decided to use 
the data they have collected that is used in practical settings. The data they have annotated using 
WaveSurfer has been based on the Geneva Emotion Wheel (GEW) where the selected speech is 
labeled by 3 top emotions and then marked with a confidence level between 1-5 (Fig. 2) [19]. The 
data they focused on is the continuous conversational data, which they believe is the most natural 
setting, which has been segmented and trained on. By the end of their analysis, they found out that 
the top 3 emotions in the data they have analyzed are neutral, pride and elation. If categorized into 
three main emotions, the most common emotion is neutral, then positive (pleasant), and lastly 
negative (unpleasant) emotion. 

 
Figure 2: Geneva Emotion Wheel 

It is often that recognition of emotions is used as a classification problem. Researchers at [10] 
decided to approach the problem from a clustering side. Specifically, they applied fuzzy clustering 
analysis to the speech signals. Fuzzy clustering (also known as soft clustering) is a special type of 
K-means clustering where a point can belong to more than one cluster. They believe that using the 
fuzzy clustering method will allow them to detect emotions from a speech and analyze the purity of 
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that emotion at the same time. The so-called sum of the “memberships” of each point in the cluster 
shows the purity or the confidence level of the recognized emotion. 

The scheme of emotion recognition they have used is mentioned in [20] research where they have 
used a deep belief network (Fig. 3). In this scheme the voice is transformed into a digital signal using 
signal acquisition, then the feature is extracted, and then emotion is recognized. 

 
Figure 3: Deep belief network 

They grouped the emotions in the data they have used, EMO-DB, based on the arousal and valence 
level. Essentially, those emotions that were symmetrical within the axis lines were grouped together 
(Fig. 4). With that, they had four clusters in total:  

1. the anger and happiness/joy cluster. 
2. fear and disgust cluster,  
3. sadness cluster,  
4. and boredom and neutral cluster.  
And thus, in the end, the result they obtained contained mostly neutral emotions like in the 

previous research. 
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Figure 4: Emotions based on arousal and valence level 

According to the research done in [21] and [22], the contrast between vowels and consonants is 
the most essential in speech sounds. These sounds also contain sociolinguistic information, and past 
phonetics and psychology research has debated whether vowel or consonant sounds are more 
important in determining the underlying mood. However, the majority of current studies indicate 
that vowels are crucial [23, 24]. Vowels have a wider range of formant patterns, making them richer 
in an auditory setting [21]. Two computational SER models were analyzed in the [25] study in light 
of hypothesized phonetic, linguistic, and psychological assertions concerning acoustics cues for 
speech emotion recognition in humans. It is demonstrated that the suggested networks' attention 
weights are heavily skewed toward vowel sounds, and that word significance is imposed depending 
on preceding/following acoustic context and prosody. It is also demonstrated that, as previously 
hypothesized, smaller auditory settings are critical in conveying emotions.  Yet, according to [26] 
Opensmile, eGeMaps, MFCCs, and filterbanks are the most common features in practice. Hidden 
Markov models (HMMs), support vector machines (SVMs), deep belief networks (DBNs), and deep 
neural networks (DNNs) all employ these properties (DNNs). The dataset they have used is 
IEMOCAP [6]. The corpus contains nearly 12 hours of speech from ten individuals (five men and 
five women) with five dyadic (two-person) sessions, which are either scripted or improvised to elicit 
emotions. And a total of four categories can be classified: joyful, angry, neutral and sad. BLSTM (a 
bidirectional long short-term memory network [25]) with attention (BLSTMATT) system is used for 
the training of the model and the resulting accuracy was up to 80.1%. 

 An attention mechanism (AM) in deep learning, as described in the preceding paragraph, might 
be regarded as another milestone in sequential data processing. The goal of AM is to pick important 
information while filtering out extraneous data, similar to how human visual attention works. The 
attention mechanism, which was initially proposed for a machine translation job [28], has since 
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evolved into a crucial component of neural networks. Even for extended sequences, including AM 
into encoder–decoder-based neural networks greatly improved machine translation performance [28, 
29]. Many researchers have recognized attention as a crucial component of neural networks for a 
surprisingly wide variety of applications, including natural language processing (NLP) and voice 
processing, motivated by the effectiveness of attention on machine translation. The SER research 
community is likewise interested in integrating AM into NN architecture since emotional salient 
information is unevenly distributed across speech utterances. 

 References [30-32] compare the accuracy of speaker-based speech emotion categorization and 
the time it takes to build a model using Support Vector Machine (SVM) and Multi-Layer Perceptron 
(MLP) classifiers. The WEKA unit was used to classify the data, while PRAAT was used to extract 
the features. To compare the mentioned classifiers, a simple SER module structure was adopted. The 
effectiveness of supervised learning methods is evaluated using the confusion matrix, classification 
precision, and build time. SVM's preparation was faster than MLP's, although MLP outperformed 
SVM in overall emotion classification. Acceptance rates for MLP and SVM were 78.69 and 76.82, 
respectively. In MLP, the highest emotion recognition was for anger (87.4%), with disgust and fear 
being the most confusing feelings, whereas, in SVM, the highest emotion recognition was for despair 
(89%), with pleasure and anxiety being the most baffling emotions. 

Wavelet packet approaches were utilized to identify voice emotion in the studies [33-36]. The 
wavelet packet approach is an extension of wavelet decomposition that allows for a more detailed 
examination of signals. Wavelet packet atoms are waveforms that are indexed by three attributes that 
are naturally interpreted: location, scale (as in wavelet decomposition), and frequency. The wavelet 
packet coefficients were evaluated, processed, and used as inputs to Support Vector Machine (SVM) 
classifiers at five decomposition phases. The results revealed that applying these features to seven 
emotional states in two languages, German and Chinese, boosted efficiency by 4.5 percent and 16.9 
percent, respectively, when compared to a single wavelet packet method without these features. The 
ultimate success rates for these two datasets are 61.9 percent and 62.2 percent, respectively. As a 
consequence, wavelet packet coefficient features outperform Mel-frequency Cepstral Coefficient 
(MFCC) features, according to the findings. 

A speaker-independent technique for identifying emotional vocal sounds is proposed in research 
[37-39]. The procedure split the process of emotion recognition into two halves. The first phase 
comprises a coarse encoding and grouping of six emotional states to decide which pair of feelings is 
most likely. At the same time, low-level encoding approaches were recommended, and the retrieved 
characteristics were merged to provide the best emotional state descriptive acoustic vectors. Second, 
contemporary encoding methodologies were employed to produce a unique set of acoustic properties 
for each pair of emotions that may be used to distinguish them using the Sequential Floating Forward 
Selection (SFFS) algorithm. In the end, 72 high-level acoustic features in total were found. 

In [40] they have approached the problem from a biological perspective. The input voice signal 
was split into two orthogonal and complementary components in the preprocessing stage, which 
were then altered and perceptually molded according to the features of the human cochlea. An LP 
analysis was done on a frame-by-frame basis. A 77-channel gammatone filterbank with ERB scaling 
was used to calculate and deconstruct the prediction residual. This served as the initial reservoir's 
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input. The frequency response of each all-pole LP filter was also calculated in parallel to reveal the 
speech signal's formant structure. This frequency response was similarly formed using the same ERB 
scaling and served as the second reservoir's input. When it came to the lower auditory nuclei, 
according to [41] the cortex has a tonotopic structure. Closer frequency channels are processed by 
closer clusters of neurons, according to this arrangement. The neurons are placed in 3D 
configurations in the reservoirs, with each reservoir holding 77 layers of 3×3 neurons. Only one of 
the 77 input channels, in a sequence of increasing frequency, activated each layer of neurons. Closer 
connections were preferred, with the chance of a connection between neuron n1 and neuron n2 
varying depending on the distance D(n1, n2). The integrate-and-fire neuron was implemented using 
Troyer's standard approach [42]. The Asymmetric Spike Time-Dependent Plasticity (STDP) learning 
rule was then utilized to modify the conductance of the synapses over the speech sample. This 
learning method has been shown to produce stable networks that are highly good at extracting 
correlations from the input [43]. The average activity of the neurons from each reservoir was 
subjected to Principal Component Analysis (PCA) to minimize dimensionality. PCA has the benefit 
of being able to reduce the output of the two reservoirs individually, as opposed to the frequently 
utilized ridge regression. The two PCAs' results were simply mixed. Linear Discriminant Analysis 
(LDA) was employed for final recognition. For the vocal tract and the source reservoirs, the greatest 
recognition rate of 82.35 percent was attained for 29 and 44 principal components, respectively. 

3 DATA 
In this section, I will be justifying the audio data format I will be using, what datasets I will include 

in the training process and some information about them. 

3.1 WAV audio file format 
The WAV format is the highest quality audio format available. The WAV format preserves the 

original recording's data. FLAC and AIFF are two other file formats with equal quality, however 
WAV files are far more common. Wave files are greater in size than newer audio file formats like 
MP3, which utilize lossy compression to shrink files while keeping audio quality. Larger files, on 
the other hand, are high-resolution audio files with a greater sampling frequency/sample rate. 

The WAV, which is Waveform Audio File Format, uses RIFF specification to store audio files. 
RIFF is Microsoft's Resource Interchange File Format (RIFF). The bitstream is not compressed, and 
audio recordings with varying sampling rates and bitrates are stored in this format. It has been and 
continues to be one of the most widely used audio CD formats. A WAV file's header is 44 bytes 
long, with the following bytes being the most relevant for this project: 

 
Table 1. Bytes in the WAV file’s header 

Position of bytes Example Explanation 
23-24 2 Number of Channels - 2-byte integer 
25-28 44 100 Sample Rate (Number of Samples per second, or Hertz) - 32-byte 

integer.  
Common values are 44 100 (CD), 48 000 (DAT).  
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Any number of channels can be present in a WAV file. It is either one (for mono) or two (for 

stereo). Mono or monaural sound only requires one channel for converting a signal to sound. In 
contrast to mono sound, stereo sound uses several channels to turn a signal into sound. This implies 
that each signal put out is distinct from the others. A WAV file's data is presented as a series of 
frames. Each frame is made up of samples. A sample width, or the amount of bytes per sample, is 
present in every WAV file. The number of audio samples conveyed each second is referred to as the 
sampling rate (measured in Hz). For example, 48 000 Hz means there are 48 000 samples per second. 
The greatest audio frequency that may be reproduced is determined by the sampling rate. The 
maximum frequency that may be expressed theoretically is half the sampling rate (Nyquist 
frequency). Usually, the top frequency limit is a bit lower, therefore for a sample rate of 44 100 Hz, 
the realistic upper-frequency limit is a little over 20 000 Hz but less than 22 050 Hz [44]. 

There are two common sampling rates 44.1 kHz and 48 kHz. The sampling rate of audio CDs is 
44.1 kHz (with a maximum frequency of 20 kHz), while a 48 kHz sample rate is used for the DVDs. 
Because 20 kHz is the greatest frequency that humans can hear, 44.1 kHz is the natural option for 
most audio content, but 48 kHz files contain more information that is used for the projects. 

3.1.1 Python library that reads WAV files 
There are multiple Python libraries that read the WAV files. One of the popular ones is probably 

the io.wavfile.wav package of scipy library. However, at the moment of doing this project, because 
there are some bugs with this package (that returns errors while reading any WAV file) I have 
decided to switch to the wavio library at first. It does the same work that the others do and there is 
no specific reason why I have decided to use it over the others. 

When reading any WAV file, the output consists of data (which is an array of values), sample 
rate, and sample widths. An example of the output for the Fig. 5 is below: 
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Figure 5. An example of the audio file plot from the RAVDESS dataset 

using matplotlib. 

Wav(data.shape=(57311, 1), data.dtype=int16, rate=16000, sampwidth=2) 

Data: [-1121. -1117. -1114. ...  -973.  -973.  -974.] 

Rate: 16000 

The reason for my further abandonment of the wavio library and switching to librosa for feature 
extraction and training methods was that I needed to ensure that all data points are scaled with the 
same logic. Librosa’s load method allows specifying what sample rate should be targeted (and not 
only). With the help of that librosa returns values as a floating-point time series by resampling all 
the values based on the sample rate. Considering that the datasets I have used included all types of 
sample rates (16 kHz, 22.5 kHz, 44 kHz, and 48 kHz) I have selected the highest one (48 kHz). 
With that, a simulation of scaling has been created. This is why I neglected the usage of 
StandardScaler (as explained in 4.2).  

librosa.load(“filename.wav”, sr=48000, mono=False) 

Data: [-0.00077622 -0.00093784 -0.00098862 ...  0.00449469 0.00311664 0.00146859] 

Rate: 48000 

3.2 RAVDESS Dataset 
The “Ryerson Audio-Visual Database of Emotional Speech and Song”, also known as RAVDESS 

[45], is an open-source public dataset consisting of speech and song files. 

3.2.1 Composition of the database 
There are 7356 files in the RAVDESS dataset, totaling 24.8 GB in size. 24 professional actors (12 

female, 12 male) took part in the data collection. With a neutral North American dialect they were 
requested to read phrases. There are 7 emotions present in the speech dataset: happy, angry, calm, 
sad, fearful, disgusted, and surprised expressions. Whereas the song contains 5 emotions: calm, 
happy, sad, angry, and fear. Two emotional intensity levels, normal and strong, are present in the 
expressions. There is also a neutral expression besides the emotionally expressed recordings, i.e. 7 
emotions + 1 neutral expression. 

3.2.2 Ratings of the database 
On emotional validity, intensity, and authenticity, each file was assessed ten times. 247 persons 

who were typical of untrained adult study volunteers from North America supplied ratings. A total 
of 72 people participated in the test-retest study. Emotional validity, interrater reliability, and test-
retest interrater reliability were all found to be quite high. 
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3.2.3 Modalities 
All three modalities are available: audio-only, audio-video, and video-only [45]. As this research 

is focusing only on the speech files, audio-visual and video-only files were eliminated from the 
dataset. Audio-only files are composed of speech and song files. The speech file itself contains in 
total of 1440 recordings. Example of a plot of one of the utterances can be seen in Fig. 6. 

 
Figure 6. Wave plot of the first audio file from the RAVDESS dataset using matplotlib library of Python 

(03-01-01-01-01-01-01.wav) 

3.2.4 File naming conventions 
Each file has a unique name consisting of a 7-part numerical identifier with a dash (“-“) separator 

(e.g., 03-01-07-02-01-02-03.wav). These numbers represent specific characteristics of each file [45]: 
- Modality: 01 means the file is both audio and visual, 02 – visual only, and 03 – audio-only. Only 

03’s are going to be used, others are eliminated. 
- Vocal channel: 01 means it is a speech file, and 02 means it is a song recording. This research 

only focuses on speech, therefore, 01’s are the only ones being used. 
- Emotion: 01 is neutral, 02 is calm, 03 is happy, 04 is sad, 05 is angry, 06 is fearful, 07 is disgust, 

and 08 is surprised. All emotions will stay; however, they will be grouped in the previously 
mentioned way: emotions will be grouped under 3 main categories: negative (sad, angry, fearful, 
disgust), neutral (calm and neutral), and positive (happy and surprise). 

- Emotional intensity: normal intensity is represented by 01, while 02 shows strong intensity. 
According to [45], the neutral emotion lacks intensity level. 

- Statement: There are only two (lexically related) statements used in the speech files, "Kids are 
talking by the door" and "Dogs are sitting by the door". Each of them is represented as 01 and 02 
respectively. 
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- Repetition: Each vocalization is repeated twice. With this, 01 represents 1st repetition, whereas 
02 - 2nd repetition. 

- Actor: The last number represents the actor’s number as if 01 means 1st actor, 02 – 2nd, etc. The 
odd numbers represent male vocalists, and the even numbers – females.  

Considering the above-mentioned restrictions and focuses, the full design of the speech dataset 
will be in the following way: 

[12(V) × 7(E) × 2(G) × 2(S) × 2(R) × 2(I) × (M)] × 2 (emotional & neutral) = 1440 recordings. 
Where V is Vocalist, G is Gender, S is Statement, E is Emotion, I is Intensity, R is Repetition and 
M is Modality. Note that, even though the emotions will be grouped in 4 categories, this doesn’t 
reduce the variations of the files. 

Therefore, an example of the naming convention 03-01-07-02-01-02-03.wav means that this file 
is only audio; from a speech dataset; that has disgust emotion present; with strong intensity; contains 
"Dogs are sitting by the door" statement; the statement is repeated 2nd time; and the 3rd actor, who 
is male, vocalizes it. 

As I am going to be focusing on neutral (neutral/bored/calm), sad (sad/frustrated), angry 
(angry/disgusted), and positive (happy/pleasant surprise) emotions I am only going to use some of 
the RAVDESS audio files. These are going to be all files that are inside the dataset with a slight 
limitation on the “surprised” emotions – 08. I have decided to only use some of them as I need 
pleasant surprise emotions and in my personal opinion, after listening to files, only strong intensity 
and 2nd repetition audio files resemble them. Therefore, these naming conventions are the ones I 
will be extracting from the dataset:  

ALGORITHM 1: RAVDESS files selection 

SELECT  03-01-0Y-0X-0X-0X-0X.wav and 03-01-08-02-0X-02-0X.wav 
WHERE  ‘X’ stands for any digit 
AND   ‘Y’ stands for digits in range [1, 2, 3, 4, 5, 6, 7] 

3.2.5 Statistics 
After the removal of the extra files out of the 1440 samples, only 1296 samples were left, meaning 

144 of them were deleted.  
In a total amount of 1296 speech files, there are 288 files representing neutral emotions, 240 files 

representing positive emotions, 384 files representing sad emotions, and 384 files representing angry 
emotions. Clearly, there is some data imbalance being seen. Which needs to be fixed according to 
techniques. This will be dealt with in the end when all the data will be already combined. 

The speech files have a sample rate of 48 kHz, a data shape minimum of 140 941 and a maximum 
of 253 053 (these are arrays of 1×n where n is the numbers mentioned), and a sample width of 2 
(meaning they are stereo audio files). The shortest audio file is 2.94 seconds, while the longest is 
5.27 seconds. Variance is approximately 0.11 seconds. Together files are 509 MB in size. It is 
noteworthy that these speech files are unedited. This means, that some files have pauses from each 
end that may affect the training. This will also be fixed later. 
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3.3 SAVEE Dataset 
The “Surrey Audio-Visual Expressed Emotion” database was created as a prerequisite for 

developing an autonomous emotion identification system [46].  

3.3.1 Composition of the database 
The database contains recordings from four native English male speakers, who are postgraduate 

students and researchers at the University of Surrey (between the ages of 27 and 31). There are 480 
utterances overall, with 7 different emotions (anger, contempt, fear, happiness, sorrow, surprise, and 
neutral). They sought to create an audio-visual database in British English that might be used to 
construct a multimodal emotion identification system. For each emotion, sentences were taken from 
the normal TIMIT corpus and phonetically balanced. Each emotion has 15 TIMIT sentences: three 
common, two emotion-specific, and ten generic statements that are unique to each emotion. 

A Gaussian classifier was used to classify audio, visual, and combined audio-visual data. The 
database's relevance for study in the field of emotion recognition is demonstrated by human 
evaluation and machine learning trial findings. Speaker-independent identification had an accuracy 
of 61%, visual - 65%, and audio-visual modality of 84%. To summarize, visual characteristics 
outperformed auditory, and combination modalities were the most effective. 

 
Figure 7. Wave plot of the first audio file of the SAVEE dataset using matplotlib library of Python 

(DC_a01.wav) 
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3.3.2 File naming convention 
Each file’s naming starts with the speaker’s identifier proceeded with an underscore and then the 

shortened version of the emotion and the number of the utterance. For example, “JK_sa08.wav”. 
Where “JK” is the speaker, “sa” is an emotion “sadness” and “08” is “8th recording”. 

Table 2. EMO-DB’s structure of the audio files 

4 Speakers: JK, DC, JE, KL 

7 Emotions: 

sa – sadness: 15 utterances,  
su – surprise: 15 utterances,  
d – disgust: 15 utterances,  
f – fear: 15 utterances,  
h – happiness: 15 utterances,  
n – neutral: 30 utterances,  
a – anger: 15 utterances. 

 

An example of the 
emotion-sentence 
combination provided 
by the SAVEE team 
[46]: 

Common: “She had your dark suit in greasy wash water all year.” 
Anger: “Who authorized the unlimited expense account?” 
Disgust: “Please take this dirty table cloth to the cleaners for me.” 
Fear: “Call an ambulance for medical assistance.” 
Happiness: “Those musicians harmonize marvelously.” 
Sadness: “The prospect of cutting back spending is an unpleasant 

one for any governor.” 
Surprise: “The carpet cleaners shampooed our oriental rug.” 
Neutral: “The best way to learn is to solve extra problems.” 

 
 
 
As for data manipulation of this dataset, I will be excluding the fear utterances, as they do not 

belong to any category I am focusing on. Upon manual examination of the surprise speech pieces, I 
concluded that most of them could not be considered “pleasant surprise” emotions and therefore, 
decided to also neglect them from the training dataset. The rest will be used for training purposes. 
Thus, the naming conventions that will be used are: 

ALGORITHM 2: SAVEE files selection 

SELECT  XX_YYZZ.wav 
WHERE  ‘XX’ can be any combination (speakers) 
AND   ‘YY’ is in range [sa, d, h, n, a] (emotions) 
AND   ‘ZZ’ can be any digit             (numbers) 
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3.3.3 Statistics 
Out of the 480 audio files, only 360 were left after removing the unnecessary ones. The shortest 

file is 1.63 seconds, while the longest one is 7.14 seconds. On average, recordings are about 4 
seconds long, with skewness being equal to ~0.46 and variance to ~1.16 seconds. This shows that 
such drastically long and short files are not too common.  

In a total of 360 files, there are 120 files both neutral and angry emotions, and 60 of both positive 
and sad.  These speech files have a sample rate of 44.1 kHz, a data shape average of 43500, and a 
sample width of 2 (stereo files).  

3.4 EMO DB Dataset 
 

EMODB is a database of emotional speech gathered in Berlin between 1997 and 1999. The 
anechoic chamber of the Technical University Berlin's department of Technical Acoustics was 
used to record the performers' utterances [93]. 

3.4.1 Composition of the database 
Ten actors (5 females and 5 males) acted out the emotions, resulting in ten German utterances (5 
short and 5 longer words) that might be utilized in normal conversation and can be interpreted in 
any emotion. The following 7 emotional labels (German terminology in brackets) were used to 
compare the results with prior investigations of their research group [47, 48, 49]: neutral (neutral), 
anger (Ärger), fear (Angst), joy (Freude), sadness (Trauer), disgust (Ekel) and boredom 
(Langeweile). 
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Figure 8. Wave plot of the first audio file of the EMO-DB dataset using matplotlib library of Python  

(08b02Tc.wav) 
 

Two primary text categories were chosen to eliminate any bias in the emotional perception of the 
sentences: 1. Nonsensical writing, such as a chaotic succession of numbers or letters, or fantasy 
phrases, and 2. Ordinary sentences that may be employed in regular life. Although nonsensical 
information is guaranteed to be emotionally neutral. And according to [50], it tends to lead to 
stereotypical overacting. One of the goals of creating the database was to make articulatory 
reduction analysis easier. As a result, the test sentences' phonotactic design had to allow for many 
reduction forms. According to [51], the test phrases were written in such a way that all conceivable 
segment deletions and assimilations could be dispersed among the 10 sentences, shown in Table 3. 
The test sentences were to contain as many vowels as feasible to do formant analysis. 

 

Table 3. Sentences, their codes, and English translations that are used in EMO-DB [93] 
Code Text English translation 
a01 Der Lappen liegt auf dem Eisschrank. The tablecloth is lying on the fridge. 
a02 Das will sie am Mittwoch abgeben. She will hand it in on Wednesday. 
a04 Heute abend könnte ich es ihm sagen. Tonight I could tell him. 
a05 Das schwarze Stück Papier befindet sich da 

oben neben dem Holzstück. 
The black sheet of paper is located up there 
besides the piece of timber. 

a07 In sieben Stunden wird es soweit sein. In seven hours it will be. 
b01 Was sind denn das für Tüten, die da unter 

dem Tisch stehen? 
What about the bags standing there under 
the table? 

b02 Sie haben es gerade hochgetragen und jetzt 
gehen sie wieder runter. 

They just carried it upstairs and now they 
are going down again. 

b03 An den Wochenenden bin ich jetzt immer 
nach Hause gefahren und habe Agnes 
besucht. 

Currently at the weekends I always went 
home and saw Agnes. 

b09 Ich will das eben wegbringen und dann mit 
Karl was trinken gehen. 

I will just discard this and then go for a 
drink with Karl. 

b10 Die wird auf dem Platz sein, wo wir sie 
immer hinlegen. 

It will be in the place where we always 
store it. 

3.4.2 File naming convention 
Every speech is given a name that follows the same pattern: Positions 1-2: speaker number; 

positions 3-5: text code; position 6: emotion (letter stands for German emotion term); position 7: if 
there are more than two versions, they are numbered a, b, c two versions, they are numbered a, b, c... 
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For example, “08b02Tc.wav” means that this utterance was recorded by the 8th actor, saying the 
phrase “Sie haben es gerade hochgetragen und jetzt gehen sie wieder runter” with the emotion of 
sadness and this is the 3rd version of this combination.  

I'm going to delete the songs that include fear feelings since they're not useful to me. Boredom 
and neutral-representing tracks will be grouped in the neutral category, disgust and anger will be 
grouped together in the anger category, while joy and sadness will be separated into their own 
categories: 

ALGORITHM 3: EMO-DB files selection 

SELECT  XXYYYZW.wav 
WHERE  ‘X’ or ‘Y’ or ‘W’ stands for any letter/digit 
AND   ‘Z’ is not  ‘A’ 
 

3.4.3 Statistics 
After the reduction of the unneeded emotion category, out of 535 files, 69 got removed, and 466 
stayed. On average, the length of the utterance is approximately 2.78 seconds with 1.23 being the 
shortest and 8.98 being the longest. Of 466 audios, 160 of them are neutral, 71 are positive, 62 are 
sad and 173 are ‘angry’ labeled. The sample rate is 16 kHz with 45000 data shapes on average. The 
sample width is stereo. 

3.5 TESS Dataset 
 
Toronto Emotional Speech Set was modeled on the Northwestern University Auditory Test No. 

6 (NU-6; Tillman & Carhart, 1966) and put together by the University of Toronto, Psychology 
Department, 2010 [94].  

3.5.1 Composition of the database 
Two actresses (ages 26 and 64) recited a set of 200 target phrases in the carrier phrase "Say the 

word _____," and recordings were taken of the set depicting each of seven moods (anger, disgust, 
fear, happiness, pleasant surprise, sadness, and neutral). Both actresses are native English speakers 
with a university education and musical background 
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Figure 9. Wave plot of the first audio file of the TESS dataset using matplotlib library of Python  

(OAF_back_angry.wav) 

3.5.2 File naming convention 
 
Each file’s naming convention is very straightforward and follows the structure: which actress 

speaks, what targeted phrase is being said, and with which emotion. For example, 
“OAF_back_angry.wav” represents an older actress saying the phrase “back” angrily. 

Similarly, with the other datasets, I will remove the fear-representing recordings. A pleasant 
surprise and happy-representing tracks will be grouped in the positive category, disgust and anger 
will be grouped in the anger category, while neutral and sad will be separated into their categories. 
At the same time as this project does not focus on the age groups, both speakers’ age will be 
neglected: 

 

ALGORITHM 4: TESS files selection 

SELECT  XAF_Z_W.wav 
WHERE  ‘X’ stands for any letter in [‘Y’, ‘O’] 
AND   ‘Z’ stands for any phrase in a list of 200 phrases 
AND  ‘W’ is not ‘fear’ 

 
Out of 2800 tracks, 399 were removed as part of the fear representing recordings, and 2 files were 

corrupted which were also removed, leaving a total of 2399 recordings on which the models will be 
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trained. On average the lengths of tracks are 2 seconds, the shortest being 1.25 and the longest being 
2.98. The sample rate of the files is 24.4 kHz with an average data shape of 51 000 and stereo 
formatting. There are 400 files representing neutral emotions, 800 positive, 400 sad, and 799 anger. 
In total the dataset has a size of 270 MB. 

3.6 All datasets combined 
After all the data manipulations and statistical data collection previously mentioned, I have 

collected all files into one to train models on the whole data I have collected. The naming convention 
I chose is in the following format: “{Dataset name}_{emotion in numerical 
representation}_{number of the utterance in the dataset}.wav”, where the numerical representation 
of the emotion is in the following way: 0 – neutral, 1 – positive, 2 – anger, 3 – sadness. 

For example, “SAVEE_1_233.wav” means that the utterance representing positive speech is 
233rd from the SAVEE dataset. While the naming convention doesn’t follow the static positional 
regulation, Python’s ability to split strings based on key character (“_” in this case) solves the issue 
of reading the filenames.  

In total, there are 4666 utterances collected. Of them 969 are neutral, 1316 are positive, 1477 are 
angry and 907 are sad utterances. The shortest utterance is 1.1 seconds while the longest is 8.9 
seconds. The sample width for all is the same, being stereo. However, the sample rate differs lowest 
being at 16 kHz and the highest at 48 kHz. 

3.7 Azerbaijani Dataset 
To make this project more unique compared to others I needed to add the Azerbaijani dataset to 

it. This was not an easy task, especially after reading how other datasets were collected.  

3.7.1 Emotions 
As I previously mentioned, I want to group emotions to limit them but for the sake of simplicity 

and easiness for the person who will record speech (I will refer to them as a subject from now on), 
these are the emotions I have decided to collect. 

Neutral – it will contain phrases that are said in a neutral (calm or bored) fashion.  
Sad – will contain phrases that are said in a sad (or frustrated) manner.  
Anger – phrases that are said expressing anger (or disgust). 
Happy – phrases that are said in a happy (or pleasantly surprised) manner. 

3.7.2 Phrases 
I thought of making phrases that are similar to RAVDESS fashion because this technique will be 

easier for the person compared to having natural conversations or recording just 1 word in multiple 
attempts. The phrases I chose are: 

Phrase 1 -  “Onlar qapının ağzında dayanırlar” (in English translation: They are standing at the 
door).  

Phrase 2 - “Qonşu evin yanında danışır” (in English translation: The neighbor talks near the 
house).  
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These phrases seem to be similar-sounding but have different structures. At the same time, they 
seem to be phrases that could be naturally expressed in each mentioned emotion. 

3.7.3 Telegram bot 
In comparison with them, I lack the professional tools they have used and did not know any actors 

to ask them to help me. That is why I have decided to use an alternative method to collect some data. 
With that, I have created a telegram bot using Python’s Telegram Bot API [116]. And the “actors” 
in my case are just any person who wished to help with collecting the dataset. 

Telegram allows creating bots pretty easily, for that you need to use their main bot-creator bot 
@BotFather after which it will give you a token key with which you can now access your bot. The 
bot (@azeserbot Fig. 10) is written in the Azerbaijani language as it is targeted at the Azerbaijani 
audience. It starts by welcoming a user and explaining what will be expected from him, which is 
recording the voice of the mentioned sentence with the mentioned emotion. It also provides useful 
commands that can help the user to navigate through the bot with more ease. The commands are the 
following: 

/start – generic command for each bot with which it starts the interaction with the user. 
/help – this command shows a list of commands that a user may need. 
/continue – this command proceeds to the voice recording process. In case a user previously 

recorded some of the voices, they do not have to start from the beginning. This command will make 
sure they will continue from the spot they have stopped. 

/change – this command allows a user to change any recording he previously recorded and felt 
like it was not good. After prompting the command the bot will request to write a combination of 
which recording the user wants to change. It will provide numberings for each sentence and emotion 
and ask which numbers the users want to change (i.e., 0 1 -> 0th sentence 1st emotion). 

/redo – this command is very similar to the previous one with the only difference being that it will 
change the previously recorded voice only. So, there is not much flexibility with this command. 

/restart – is a command that will delete all previous recordings and start the whole process again. 
To avoid accidental pressing on / typing this command, I have made a secondary confirmation 
message that prompts the user to confirm if they wanted to restart the process by typing ‘y’, otherwise 
they can proceed with the process again with /continue command.  

In total (1+1+1+1)*2 = 8 in total recordings were expected from each subject.  
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Figure 10. Telegram bot with its functionalities and general look. 

3.7.4 FFmpeg 
After collecting the files, I needed to encode them into the proper .wav format. With that FFmpeg, 

which is a multimedia framework that supports these tasks [117], helped me. A simple code 
    subprocess.call(['ffmpeg', '-i', file, f'./AZE_reload/{file_name}']) 

converted each of the audio files into a proper .wav format. 

3.7.5 Post-collection 
By the time of writing this paper, I only managed to collect 104 utterances, each 26 of them 

representing a certain emotion. Compared to the previous datasets, I assumed that trimming the audio 
files would not be necessary, as naturally when a person records a voice they often do not add pauses 
(silenced audio pieces) at the beginning or end of the recording. Nevertheless, I have done it just in 
case. The shortest length before the trimming was 1.67 seconds and 1.66 after trimming. And the 
longest length is 4.79 seconds both before and after the trimming. The sample rate for each file is 48 
kHz, with stereo sample width. The average data value is 123 554. An example of an audio wave 
plot can be seen in Fig. 11. 
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Figure 11. Wave plot of the audio file of the Azerbaijani dataset using matplotlib library of Python. 

4 FEATURE MANIPULATION 
In this section, I will describe the feature manipulation methods I have used throughout the 

project, aside from the ones already mentioned when conversing about the datasets.  

4.1 Feature extraction 
In pattern recognition, the used techniques are often dependent on the problem domain which 

provides a belief that a proper feature selection process aids the classification performance. Which 
is another reason why speech emotion recognition is hard. It is not very clear which speech features 
are the most responsible for the expression of emotion. The commonly retrieved speech parameters 
like pitch and energy contours are often impacted by the acoustic variability that is generated by the 
presence of diverse sentences, speakers, speaking styles, and speaking speeds [54]. Which itself is 
yet another obstacle to finding accurate features. To help with this issue researchers analyzed speech 
in different aspects, and one of the conclusions that came from the analysis is that an emotion can 
be described in two dimensions: activation and valence [55]. 

4.1.1 Activation 
To express an emotion certain amount of energy is required. This energy is called an activation. 

According to [56] to express emotions like Joy, Anger, and Fear certain “sympathetic nervous 
system” is aroused which leads to higher blood pressure and heart rate, changes in respiratory 
movements, dryness of the mouth, etc. This makes the sentence sound louder, faster, and with a 
broader variety of pitches. In contrast, lower heart rate and blood pressure, and increased salivation 
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produce quieter, slower, and low-pitched speeches that often represent sad emotions. With these 
findings, it is clear that acoustic features of the speech (namely pitch, timing, voice quality, and the 
articulation of the speech) have a correlation with the expressed emotion [57]. 

4.1.2 Valence 
Though activation helps to distinguish among certain emotions, it doesn’t completely help identify 

the concrete ones. From [56] it’s clear that anger and happiness emotions have high activation 
energy, yet they both convey completely different effects. With that, the valence dimension comes 
in handy. Yet, in [58] researchers argue that there is no clear correlation of this dimension with the 
speech’s acoustic features. This shows that while using the activation dimension it is easier to 
classify certain high- and low-activated emotions, it is still challenging to differentiate among those 
emotions. 

According to [4], when it comes to feature extraction 4 issues need attention.  
1. What region of the speech should be used for the extraction? Should they be divided into 

frames, or the whole piece instead? 
2. What are the best features (pitch, energy, zero-crossing) that need to be focused on? 
3. How the background noise should be dealt with? Will the additional filters for the noise 

reduction affect the classifier’s accuracy for the better or for worse? 
4. Are the acoustic features enough for this task? Or are the facial and linguistic features 

irreplaceable pieces for the whole process? 

4.1.3 Global features vs Local features. 
To answer the first question, for this task the speech signals that will be processed are required to 

be stationary. And since they are not in a wide sense, fragmenting speech pieces into smaller 
segments (frames) is a common method to approximately make them stationary [59]. The prosodic 
features are extracted from the segments and they are called “local features” [4]. Prosody is a branch 
of linguistics that studies components of speech that are not individual phonetic segments (vowels 
and consonants), but rather features of syllables and larger units of speech, such as intonation, stress, 
and rhythm. Those features include pitch and energy. But there are also global features that deal with 
the whole speech piece and derive information from it. According to [60, 61, 62, 63], global features 
are more helpful to the process of speech emotion recognition. Not only do they improve the 
classification accuracy and time, but there are fewer global features compared to local ones. This 
aids the speed of cross-validation and feature selection algorithms. 

But this does not necessarily mean that global features are always efficient. According to [64], 
global features are only helpful in differentiating between emotions that require high activation 
energy (like anger, joy) and low activation energy (like sadness). The emotions within the same 
activation level are not distinguishable using global features. At the same time, global features lead 
to information loss in speech signals [4]. Which by itself makes them unsustainable for the more 
complex model training (like HMM, SVM). For those models, a large number of local features are 
more beneficial to get more reliable predictions.  
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In [65, 66] researchers discuss using phonemes for the feature extraction in the speech segments 
by focusing on different spectral shapes of one of the phonemes within various emotions. Phonemes 
are perceptually unique units of sound that distinguish one word from another in a given language. 
But this attempt only works for the vowel sounds, and the general phoneme segmentation process 
by itself is poor if the phonetic transcriptions are not provided. This forces the usage of linguistic 
features to help with the task. Researchers at [4, 59] suggest that extracting voiced segments 
(generated by vocal cords and oscillatory continuous parts of the speech) instead of phonemes is a 
much easier task to achieve. 

4.1.4 Categorization of the speech features 
The speech features that will be discussed in this paper are [4]: 

1. continuous features 
2. qualitative feat 
3. spectral 

4.1.4.1 Continuous features 

Researchers in [67, 68, 69] claim that prosodic continuous features (pitch and energy) are the ones 
that show the emotional side of the fragment. The total energy, energy distribution across the 
frequency spectrum, and the frequency and duration of speech signal pauses are all affected by the 
activation energy used in the speech [56, 70, 72]. Those features are the ones that are most commonly 
used in emotion recognition tasks. 

In the [54] research, they have used several speech features that are part of the fundamental 
frequency, the energy, the articulation rate, and the spectral information in voiced and unvoiced 
portions. These are the acoustic features that can be grouped into 5 categories [67, 73, 74]: 

(1) pitch-related features;  
(2) formants feature;  
(3) energy-related features;  
(4) timing features;  
(5) articulation features. 
The following are the most commonly used global features in speech emotion recognition: 
- Fundamental frequency (F0): mean, median, standard deviation, maximum, minimum, range 

(max-min), linear regression coefficients, 4th order Legendre parameters, vibrations, mean of the 
first difference, mean of the absolute of the first difference, jitter, and ratio of the sample number of 
the up-slope to that of the downslope of the pitch contour.  

- Energy: mean, median, standard deviation, maximum, minimum, range (max-min), linear 
regression coefficients, shimmer, and 4th order Legendre parameters.  

- Duration: speech rate, a ratio of the duration of voiced and unvoiced regions, and duration of the 
longest voiced speech. Formants: first and second formants, and their bandwidths. 

There are also seen more complex statistics usages like parameters of the F0-pattern generation 
model [77].  
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These features seem to be showing connection with basic emotions [54, 67, 71, 73, 75, 76, 78, 
79]. And therefore, it’s clear that prosodic features are correlated with the emotional representation 
of the speech segment. 

Some emotions have similar characteristics in the fundamental F0 frequency mentioned in [57, 
59] 
4.1.4.2 Voice quality features 

Researchers at [67, 80, 81] believe that voice quality represents the emotional content of the given 
speech piece. Similar studies in [82] show the same results.  

The quality of the voice is often correlated to the emotions that influence human behavior, 
compared to the “underlying emotions” that are influencing humans but are not controlling them 
[67]. According to the same research, the quality of the voice can be categorized into 4 groups: 

(1) Voice level: signal amplitude, energy, and duration be reliable measures of voice level;  
(2) Voice pitch;  
(3) Phrase, phoneme, word, and feature boundaries;  
(4) Temporal structures. 
However, [4] argues that voice quality is not researched enough to correlate its role in the emotion 

recognition field. The arguments they provide are that the terms that are used to describe voice (i.e. 
tense, harsh, breathy) can have different interpretations [4, 82]. While, for example, Sherer [81] 
suggests that a tense voice implies anger, joy, and fear, Murray and Arnott [73] suggest that it’s the 
breathy voice that implies those emotions. 

Another issue with the quality of the voice is that differentiating the mentioned terms in the speech 
signal is a difficult task, especially when done automatically. The problems associated with this issue 
can be described in two methods. 

The first method is based on the notion that the speech signal may be represented by the output of 
a vocal tract filter activated by a glottal source signal [59]. As a result, by eliminating the vocal tract's 
filtering impact and evaluating glottal signal characteristics, voice quality may be better assessed. 
However, because neither the glottal source signal nor the vocal tract filter is known, the glottal 
signal is calculated using knowledge of the source signal and the vocal tract filter's properties. As 
the inverse-filtering approaches are not often employed in speech emotion identification because of 
their intrinsic complexity [83]. 

The voice quality is mathematically represented in the second method by parameters determined 
directly from the speech signal (essentially, with no calculation of the glottal source signal). In [84] 
jitter and shimmer [85] were used to depict speech quality in with a continuous HMM classifier to 
classify utterances from the SUSAS database [86] that had angry, fast, Lombard, question, slow, and 
soft speaking styles. The categorization job was not reliant on the speaker, rather it was depending 
on the dialect. The accuracy of employing simply MFCC as features as a baseline was 65.5 percent. 
When the MFCC was coupled with the jitter, 68.5 percent when the MFCC was mixed with the 
shimmer, and 69.1 percent when the MFCC was combined with both, the classification accuracy 
was 68.1 percent. 
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4.1.4.3 Spectral based features 

Spectral features are also used in speech signal representation alongside time-dependent acoustic 
features.  In [64] it is mentioned that the emotional content of an utterance has been shown to affect 
the distribution of spectral energy across the speech frequency range. As mentioned previously (in 
the activation energy part), it has been observed that utterances expressing happiness have high 
energy at high-frequency ranges, but utterances expressing sadness have low energy in the same 
range [54, 87]. 

The ordinary linear predictor coefficients (LPC) [59], one-sided autocorrelation linear predictor 
coefficients (OSALPC) [88], short time coherence method (STCM) [89], and least-squares modified 
Yule-Walker equations (LSMYWE) [90] are all methods for extracting spectral properties. But 
because the human perception of pitch does not follow a linear scale [91], i.e., people are better at 
detecting subtle changes in a speech at lower frequencies, the estimated spectrum needs to be routed 
through a bank of band-pass filters. This will match what the human ear can hear more closely and 
better utilize the spectral distribution throughout the audible frequency range. The outputs of these 
filters are then analyzed for spectral characteristics. The bandwidths of the filters are usually evenly 
distributed concerning a suitable nonlinear frequency scale such as the Bark scale [103], the Mel-
frequency scale [91, 92], the modified Mel-frequency scale, and the ExpoLog scale [90]. In [90], it 
was demonstrated that cepstral analysis-based features like LPCC, OSALPCC, and MFCC beat 
linear-based features like LPC and OSALPC in identifying stress in speech signals. 

According to [4], Continuous parameters such as the basic frequency and pitch should be utilized 
to identify high-arousal vs low-arousal emotions. Spectral features such as the MFCC are the most 
promising features for speech representation in k-way classification. Integration of continuous and 
spectral characteristics is expected to improve classification performance even more. They also 
believe that there are some connections between the above-mentioned feature kinds, e.g., spectral 
variables, which are related to voice quality, while pitch contours are related to tonal patterns. 

4.1.5 Conclusion of feature selections 
Coming from all the above-mentioned features that can be extracted from a speech piece, at the 

same time realizing the limitations of python’s libraries in manipulating utterances, the following 
features will be extracted from the dataset: MFCC, Mel, Chroma, Zero-Crossing, Spectral Roll-off, 
Spectral flux, and Pitch. These features will be tested to see which combination performs the best. 

4.1.5.1 Mel Spectrogram 

A Mel spectrogram is a spectrogram that converts frequencies to the Mel scale (Fig. 12). The Mel 
scale is a scale that compares the perceived frequency of a tone to the frequency that can be 
measured. It adjusts the frequency to fit what the human ear can hear more closely. Humans do not 
perceive frequencies on a linear scale, according to research. People are better at spotting differences 
in lower frequencies than in higher frequencies. For example, a person can easily distinguish between 
300 and 800 Hz but will struggle to distinguish between 12 000 and 12 500 Hz, even though the 
distance between the two pairs is the same. That, in 1937, Stevens, Volkmann, and Newmann 
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devised the Mel scale, a unit of the pitch in which equal distances in pitch sounded equally far to the 
listener. The following formula can be used to convert a frequency measured in Hz (f) to the Mel 
scale: 

𝑀𝑀𝑒𝑒𝑙𝑙(𝑓𝑓) = 2595 𝑙𝑙𝑙𝑙𝑙𝑙 �1 + 𝑓𝑓
700� � (1) 

 
Figure 12. An example of how spectrograms look like 

 
4.1.5.2 Pitch 

Pitch can be defined as a sound's relative highness or lowness. A high-frequency sound wave 
correlates to a high pitch sound, whereas a low-frequency sound wave corresponds to a low pitch 
sound. To completely comprehend pitch, we must first understand music's pitch classes and octaves, 
but this side of the explanation is irrelevant for the project, therefore it will be skipped. In a speech, 
the pitch is one of the characteristics of a signal and is quantified as the frequency of the signal. 
 
4.1.5.3 MFCC 

Or Mel Frequency Cepstral Coefficients, indicate phonemes (different units of sound) due to the 
form of the vocal tract (which is responsible for sound creation). The form of a person's vocal tract 
determines the sound they make (including the tongue, teeth, etc). Any sound generated can be 
precisely described if its form can be identified appropriately. The envelope of the voice signal's 
temporal power spectrum depicts the vocal tract, and MFCC properly captures this envelope. The 
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fundamental goal of MFCC is to transform time-domain signals into frequency-domain signals by 
utilizing Mel filters to simulate the cochlea function.  

Researchers at [4] for classifying high-arousal versus low-arousal emotions, continuous features 
such as the fundamental frequency and the pitch should be used. For n-way classification, spectral 
features such as the MFCC are the most promising features for speech representation. They also 
believe that combining continuous and spectral features will provide even a better classification 
performance for the same task. It seems like there are some relationships among the feature types 
described above (i.e., spectral variables relate to voice quality, and the pitch contours relate to the 
patterns arising from different tones) but links are rarely made in the literature. 

 
4.1.5.4 Chroma  

The chroma feature is a condensed description that reflects the tonal component of (often, a 
musical) audio source. As a result, chroma characteristics may be thought of as a necessary 
precondition for high-level semantic analysis such as chord identification or harmonic similarity 
estimates. For chroma feature extraction, Short Time Fourier Transforms and Constant Q Transforms 
are utilized. Summing the log-frequency magnitude spectrum across octaves yields the chroma. The 
following formula shows the calculation method: 

Cf(b) = �|x(b + zβ)|
Z−1

z=0

 (2) 

Here X is the log-frequency spectrum, z is an octave index, Z is the number of octaves, b is the 
integer pitch class index and β is bins per octave. 
4.1.5.5 Zero-crossing 

It is represented by the number of times the amplitude of speech signals crosses through a value 
of zero in a particular time interval. This characteristic is a significant feature for classifying 
percussive sounds and has been utilized extensively in both speech recognition and music 
information retrieval. It's also widely utilized in a variety of other audio applications, including 
musical genre categorization, highlight detection, speech analysis, singing voice detection in music, 
and ambient sound recognition, to name a few. Analyzing the zero-crossing rate is the easiest way 
to discern between voiced and unvoiced speech. There is no dominant low-frequency oscillation if 
there are a lot of zero crossings. 
4.1.5.6 Spectral-roll off  

This is a metric for how skewed the power spectrum is to the right. The spectral roll-off point in 
the power spectrum is the percentage of bins in which 85 percent of the power is at lower frequencies. 
The roll-off, in other words, is the frequency at which 85 percent of the total spectral magnitude is 
concentrated. For right-skewed spectra, it takes on greater values, just like the centroid (Fig. 13). 
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Figure 13. Spectral flux visualized with librosa library of Python 

4.1.5.7 Spectral flux  

Spectral flux is a measurement of how rapidly a signal's power spectrum changes. It is obtained 
by comparing the power spectrum of two consecutive frames and is calculated as the squared 
difference between the normalized magnitudes of the spectra of the two short-term windows. 

Fr = ��|xr[k]| − �xr−1[k]��
2

N
2

k=1

 (3) 

It gives you a sense of how fast the spectral rate of change in your area is fluctuating. A large 
spectral flux value implies a rapid shift in spectral magnitudes and, as a result, a likely segment 
boundary at the r frame. 

4.2 Feature scaling 
When feeding data into a machine learning system, the algorithm works with numbers and has no 

idea what those numbers mean. This means, that if there is a significant variation in range, such as a 
few thousand against a few tens, the underlying assumption is that higher ranging numbers have 
some form of superiority. So, if the data in any circumstance comprises data points that are far apart, 
scaling is a strategy for bringing them closer together, or, to put it another way, scaling is used to 
make data points more generalized so that the distance between them is reduced. So, in machine 
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learning algorithms, if the values of the features are closer together, the algorithm has a better chance 
of being trained correctly and quicker, however, if the data points or feature values are far apart, it 
will take longer to grasp the data and the accuracy will be lower. 

Most classifiers use the distance to compute the range between two endpoints. If one of the 
characteristics has a large range of values, it is governed by the distance. As a result, all features' 
ranges should be normalized such that each contributes about equally to the final distance. This 
results with the following important statement: feature scaling is one of the most important phases 
in the pre-processing of data. A proper scaling helps building a good machine learning model. 

Another rationale for using feature scaling is that some algorithms, such as neural network 
gradient descent, converge more quickly with it than without it. Due to the broad range of values in 
raw data, objective functions in some machine learning algorithms do not perform correctly without 
normalization. I've personally observed this happen while putting an unscaled dataset into a NN 
model that couldn't converge or even improve. 

Normalization and Standardization are the most frequent feature scaling approaches. When one 
wants to limit data to a range between two integers, such as [0, 1] or [-1, 1], they utilize 
normalization. Standardization makes data unitless by transforming it to have a zero mean and 
variance of 1. 

However, some algorithms do not require normalization/scaling. Those are the ones that rely on 
rules. They would not be affected by any monotonic transformations of the variables (scaling being 
a monotonic transformation). Those algorithms are tree-based (CART, Random Forests, Gradient 
Boosted Decision Trees, etc.) algorithms. They are relatively unaffected by the size of the 
characteristics. A decision tree splits a node exclusively on the basis of a single characteristic. Other 
features have no bearing on this feature separation. As a result, the remaining characteristics have 
very minimal influence on the split. This is why they are unaffected by the size of the features. 
Though, in my particular case in practice scaling the data slightly improved the performances of RF 
and GBDT.  

There are certain algorithms, however, that do not require normalization or scaling. Those that 
rely on rules are the ones. Any monotonic transformations of the variables would have no effect on 
them (scaling being a monotonic transformation). These are tree-based algorithms (CART, Random 
Forests, Gradient Boosted Decision Trees, etc). They are relatively unaffected by the size of the 
characteristics. A decision tree splits a node exclusively based on a single characteristic. The decision 
tree divides a node based on a property that enhances the node's homogeneity. Other features have 
no bearing on this feature separation. As a result, the remaining characteristics have very minimal 
influence on the split. This is why they are unaffected by the size of the features. In my situation, 
though, scaling the data marginally enhanced the RF and GBDT results in practice. 

The options for feature scaling are shown below [97]. 
1) Min Max Scaler 
2) Standard Scaler 
3) Max Abs Scaler 
4) Robust Scaler 
5) Quantile Transformer Scaler 
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6) Power Transformer Scaler 
7) Unit Vector Scaler 
Standard Scaler and MinMax are the ones I've used in practice. StandardScaler usually yielded 

superior results, while MinMax normalizer was essential for some models, such as Multinomial NB, 
that do not tolerate negative values. 

4.2.1 Standard Scaler 
The Standard Scaler assumes that data inside each feature is normally distributed and scales it so 

that the distribution is centered around 0 with a standard deviation of 1. 
In Python, within the library of sci-kit learn and its preprocessing package there is a StandartScaler 

(StandardScaler()) [95] scaling tool that I have also used for the project. 

4.2.2 MinMax Scaler 
Minmax scales each feature to a certain range to transform it. This estimator scales and translates 

each feature independently such that it falls inside the training set's predefined range, such as 0 to 1. 
In the case that there are negative values present, the Scaler will compress the data to a range of -1 
to 1.  

xnew =
x − xmin

xmax − xmin
 (4) 

The formula is the following: xnew is the new value, x is the original value, xmin is the minimum 
value of the column and xmax is the maximum value of the column. In Python, within the library of 
scikit learn and its preprocessing package there is a MinMaxScaler (MinMaxScaler()) [96] method 
that came in handy for scaling features.  

MinMax normalizer is the one that should be used for this project, but after trying both MinMax 
normalizer and StandardScaler, the latter performed somewhat better. I was receiving an accuracy 
of 50-55 % after training RAVDESS dataset without scaling on the MLP model. The accuracy 
improved once the features were scaled. The accuracy of the Standard Scaler was about 67 %, 
whereas the accuracy of the MinMax normalizer was around 65 %. However, MinMax can normalize 
values between the 0 and 1 range, which is helpful with the Multinomial Naïve Bayes model as it 
does not accept negative values. As a result, I've kept both of them for the training. 

These Scalers helped only with specific dataset training. When applying to different datasets 
scaler was not performing how it is supposed to because the features changed. That is why the usage 
of StandardScaler was abandoned for experiments by using librosa’s data reading method’s 
simulation of the scaling. 

4.3 Feature selection 
Sometimes features can be in an overwhelming amount which may lead to either overfitting or 

underfitting of the model on data. The feature selection techniques come in helpful at this point. 
Feature selection processes minimizes the number of input variables. With their assistance, the 
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number of features may be restricted. Of course, the essential goal is to avoid sacrificing any 
predictive value. The model's performance may suffer as a result of redundant features. Even if the 
memory use does not impair forecast accuracy, it may be too much for a system to handle. In some 
models, such as self-driving automobiles, the time factor plays a crucial part in making an 
appropriate decision. While its sensors should be focused on the environment, little items such as a 
plastic bag blowing close due to severe wind gusts, or even a bird flying over the car, should not 
cause it to make a mistake that puts that inside at risk. 

The feature selection process eliminates extraneous variables from the model, allowing it to focus 
on the ones that matter. This frequently leads to an improvement in the accuracy of the resultant 
model while reducing the number of processing resources used. The procedure determines which 
variables are connected and/or the goal variables, as well as which variables have low variance. 

There are different approaches for selecting features. The ones I utilized for this project may be 
divided into two categories: brute force and statistical feature selection. 

4.3.1  Brute force 
The fundamental idea behind the brute force approach, also known as the exhaustive feature 

selection method, is to utilize every conceivable combination of features to evaluate which ones 
perform the best. The model's performance is tested by generating numerous combinations. 

While a brute-force search is straightforward to execute and will always locate a solution if one 
exists, it has one major drawback. Its algorithm takes a long time to run, and the cost is proportional 
to the number of potential solutions (combinations). As the size of the problem grows larger, this 
tends to expand quite fast in many actual cases. 

When the issue size is constrained or there are problem-specific heuristics that may be utilized to 
minimize the collection of possible solutions to a manageable size, brute-force search is often used. 
When ease of implementation is more essential than performance, the approach is also utilized. 

When comparing various algorithms or metaheuristics, brute-force search can be used as a 
baseline. 

As mentioned before, for this project I have selected 7 distinct audio features to use for the training 
purpose of the model. With them, I have decided to see if each feature helps identify the emotion of 
the speech by using the brute force search method. 7 features result in 126 possible combinations 
using the formula of combinatorics: 

�𝐶𝐶(𝑛𝑛, 𝑟𝑟)
𝑛𝑛

𝑟𝑟=1

= �
𝑛𝑛!

(𝑟𝑟! (𝑛𝑛 − 𝑟𝑟)!)

𝑛𝑛

𝑟𝑟=1

 (5) 

Here n is 7 (features) and r is all combinations from 1 to 7.  
The dataset I have decided to test on the brute force feature selection algorithm is the RAVDESS 

dataset. As mentioned, the brute force increases the computational time and memory usage the bigger 
the data it has. Therefore, by limiting the dataset to a single one I have observed the general behavior 
and its effects on the performance of the training. The model for this case I have selected is 
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Multilayer Perceptron, which before was giving me promising results. It is also the model I have 
tuned the most and therefore, had high hopes for the performance results.  

Generally, the algorithm I wrote showing the brute force search is: 

ALGORITHM 5: Combinatorics 

TRAIN  model with each of 126 combinations 
SAVE  the top 3 highest accuracy combinations 
REPEAT the process 20 times 

 
The whole training took up to an hour of training. As a result of testing an exhaustive search of 
features on RAVDESS with MLP, I have observed that out of 7 features 4 combinations perform the 
best. The combination of 6 features, namely MFCC, Mel, pitch, zero-crossing, chroma, and spectral 
roll-off was among the top performers. On average, it showed an accuracy of 48%. Then came 
combinations of chroma and zero-crossing (~46%); MFCC, Mel, and chroma (~50%); mfcc, roll-
off, and pitch (~45%). As seen, between them they vary slightly not showing drastic differences in 
the performance. In some loops, one outperformed the other. This of course was also affected by the 
machine’s random state-changing after each train. The mentioned combinations will be used to test 
all datasets together to see how they perform. 

Interestingly enough, spectral flux has performed poorly in each attempt, and when even being 
observed, it has not shown any improvement in emotion detection. Therefore, from this point on 
the spectral flux feature will not be used for the training of models. 

4.3.2 Statistical-based feature selection 
The relationship between each input variable and the goal variable is evaluated using statistical-

based feature selection, and the input variables having the strongest link with the target variable are 
selected. The kind of data in both the input and output variables influences the statistical measures 
chosen. These methods, however, can be swift and effective. 

Unsupervised feature selection strategies, such as those that use correlation to eliminate redundant 
variables, disregard the target variable. Techniques that employ the target variable, such as 
approaches that eliminate unnecessary variables, are supervised feature selection techniques. 

Wrapper approaches analyze many models by adding and/or removing variables to identify the 
best combination of predictors that optimizes model performance [98]. 

Although they can be computationally costly, these approaches are unconcerned with variable 
types. A wrapper feature selection approach like RFE is a nice example [98]. 

Filter feature selection approaches employ statistical techniques to assess the connection between 
each input variable and the target variable, with the results serving as the foundation for selecting 
(filtering) the input variables that will be employed in the model [98]. 
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Finally, as part of the learning process, certain machine learning algorithms do feature selection 
automatically. These strategies are known as intrinsic feature selection methods. This includes 
techniques like Lasso's penalized regression model and decision trees and random forest. 

The selection of filter features is frequently based on correlation type statistical measurements 
between input and output variables. As a result, the statistical measures used are heavily influenced 
by the data types that are changeable. The inputs and outputs can be either categorical or numerical. 
For my case, I have numerical input, whilst my output is categorical. Which is a common thing for 
a classification problem. 

For such cases techniques, ANOVA correlation coefficient (linear) [99] and Kendall’s rank 
coefficient (nonlinear) are commonly used. In the latter case, the categorical variable is assumed to 
be ordinal.  

Now there is also an important note that some techniques do not work with Neural Network 
models. From the ones I will mention below, Recursive Feature Elimination (RFE), Select From 
Model (SFM), Sequential Feature Selector (SFS) methods are for supervised classifiers that are not 
neural network models like Logistic Regression, k-NN, Perceptron (one node neural network), SVM. 
For the case of neural network models like MLP or CNN, f_classif which performs ANOVA F-value 
computation in combination with the SelectKBest method performs the feature selection. 

4.3.3 RFE 
The process is made of recursive feature removal using feature ranking. The purpose of recursive 

feature elimination (RFE) is to pick features by iteratively examining smaller and smaller sets of 
features, given an external estimator that gives weights to features (e.g., the coefficients of a linear 
model). To begin, the estimator is trained on a small collection of features, and the relevance of each 
feature is determined using any attribute or callable. After that, the least significant characteristics 
are removed from the original set. This procedure is repeated recursively on the reduced set until the 
needed number of features to choose from is reached. 
RFE(estimator, *, n_features_to_select=None, step=1, verbose=0, 

importance_getter='auto') 

Recursive Feature Elimination is provided by sci-kit learn library in Python [100] where 
parameters are the next: an estimator is a fitted model, n_features_to_select if a specific number 
of features is needed to be used, importance_getter with providing weights of features either 
depending on coef_ or feature_importances_. 

4.3.4 SFS 
This Sequential Feature Selector uses a greedy technique to build a feature subset by adding 

(forward selection) or removing (backward selection) features. Based on the estimator's cross-
validation score, this estimator finds the best feature to add or remove at each stage.  

 
SequentialFeatureSelector(estimator,n_features_to_select=None, 

direction='forward', cv=5, n_jobs=None) 
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Sequential Feature Selector provided by sci-kit learn library in Python [101] where parameters 
are the next: an estimator is an unfitted model, n_features_to_select if a specific number of features 
needed to be used, the direction is either forward or backward, cv is cross-validation and n_jobs is a 
number of jobs to work in parallel.  

4.3.5 SFM 
SFM is another transformer for selecting features. It is based on importance weights and is similar 

to the SFS; however, SFM has different parameters that can suit special cases. 
SelectFromModel(estimator, threshold=None, prefit=False, norm_order=1, 

max_features=None, importance_getter='auto') 

Select From Model provided by sci-kit learn library in Python [102] where parameters are the 
next: estimator can be either unfitted or fitted model in which case prefit should be selected 
accordingly, a threshold is used to specify if specific digit or string of importance is a minimum for 
the modeling, and the rest will be discarded. max_features if a specific number of maximum features 
needed to be used, the direction is either forward or backward, cv is cross-validation, and n_jobs is 
a number of jobs to work in parallel.  

By testing each of the methods mentioned before with all combined datasets and Logistic 
Regression Classifier I have come to the decision to use SFM for non-neural network classifiers. Its 
performance metrics showed higher results (accuracy up to 80%) and in total it limited the number 
of features to 508 out of 1207. 

4.3.6 SelectKBest with f_classif. 
f_classif is needed to compute the ANOVA F-value for the supplied sample, and SelectKBest 

picks features based on the k highest scores. They are also part of the sci-kit’s library [99, 103]. 
SelectKBest(score_func=<function f_classif>, *, k=10) 

Testing this method on all datasets yielded a result of top 3 feature combinations based on k-value 
where k was 84, 50, and 40 giving accuracies of 86%, 85.6%, and 85.4% respectively. By comparing 
other performance metrics, namely precision, recall, F-1 score, and confusion matrix, k=50 turned 
out to be the best choice.  

5 DATA MANIPULATION 

5.1 Trimming of the audio files 
Upon investigation of the audio files, I saw that some utterances have silenced pieces at the 

beginning and end of the track. This essentially means that not all files consist of pure speech. This, 
in turn, would give 0 values on each end of the feature data. And even though people tend to have 
pauses in between talking when they feel certain emotions (e.g., when expressing sadness people 
tend to be slower and have more pauses [119]) the one in the beginning and end did not contribute 
to the expression of any emotion. As while parsing and extracting features I take mean values for 
each data piece, I realized that those pauses may confuse the models and decided to remove them. 
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However, I made sure that utterances that contain pauses in between words are kept intact. For 
example, in Fig. 14 you can observe a slight difference in the plots and the length of the file in total 
was reduced by 0.6 seconds. 

 
Figure 14. The before and after trimming were plotted using the matplotlib library of Python. 

5.2 Data imbalance 
After all manipulation with the datasets that were mentioned before, in the end, I got 969 neutral, 

1316 positive, 1477 angry, and 907 sad utterances. There can be observed some data imbalances 
between sad and neutral utterances.  

Imbalance classification has the drawback of having too few samples of the minority class for a 
model to learn the decision boundary adequately. 

There are various methods in the machine learning field that deals with data imbalance. For 
example by increasing dataset size. But when it is impossible to do so, the resampling, which is 
undersampling and oversampling, is being used to fill in the gaps. 

Undersampling is lowering the data size of the larger class by removing instances (utterances in 
this case). Oversampling on the other hand is increasing the data size of the smaller, under-
represented class.  

Considering that my dataset is not particularly big, I’ve decided to use the oversampling technique 
to fix the imbalanced data issue. The simplest approach involves duplicating examples in the 
minority class, before fitting a model. This can help to balance the class distribution, but it doesn't 
provide the model with any extra information. Synthesizing new instances from the minority class 
is an improvement over replicating examples from the minority class. However, this is a sort of data 
augmentation that works well with tabular data. 

As stated, there is the main disadvantage of this, that the oversampled data is synthetic. It is 
referred to as the Synthetic Minority Oversampling Technique or SMOTE for short. SMOTE 
discovers the k closest minority class neighbors after selecting a minority class instance alpha at 
random. The synthetic instance is then produced by picking one of the k closest neighbors betta at 
random and drawing a line in the feature space between the alpha and betta. The synthetic instances 
are created by combining the two chosen examples alpha and betta into a convex combination [105]. 

The technique has the drawback of creating synthetic instances without taking into account the 
majority class, which might result in unclear examples if there is a lot of overlap between the classes. 
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This approach may be used to generate as many synthetic instances as necessary for the minority 
class. According to the study [105], random undersampling is used to reduce the number of instances 
in the majority class, and subsequently SMOTE is used to oversample the minority class to balance 
the class distribution.  

The random undersampling is available in the imbalanced-learn library with the 
RandomUnderSampler class. The general algorithm is to oversample the minority class and then use 
random undersampling to reduce the number of examples in the majority class. With the help of 
Pipeline [106], it is possible to chain these transformations. 
over = SMOTE(sampling_strategy=0.1) 

under = RandomUnderSampler(sampling_strategy=0.5) 

Pipeline(steps = [over, under]) 

The Pipeline may then be applied to a dataset, applying each transformation in turn and providing 
a final dataset that contains the combination of the transforms done to it, in this instance 
oversampling and undersampling.  

At the end of the imbalance dealing procedure, there were 1476 samples representing each 
emotion. 

6 MODELS AND THEIR OUTPUTS 

6.1 Common processes 
Before moving on to the models, I will include the processes I have added that all models share 

in common. 

6.1.1 Performance metrics 
Most of the models all include the performance metrics of the accuracy of prediction, precision, 

recall, and F-1 score. 
6.1.1.1 Accuracy of prediction 

The difference between observed and expected values is used to calculate accuracy. 
Anticipated values are frequently used to refer to values that have been predicted or modeled using 
training data. This accuracy, on the other hand, is simply a measure of how well the model matches 
the training data, not of predicting accuracy. The disparities between the expected and observed 
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values of new samples may also be used to determine predictive accuracy (e.g., validation 
samples). 

6.1.1.2 Precision 

A good classifier should have a precision of 1 which happens only when the numerator and 
denominator are equal, i.e. TP = TP +FP. This also implies that FP is zero. The value of the 
denominator grows bigger than the numerator as FP rises, and the precision value lowers. 

𝑃𝑃𝑟𝑟𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑛𝑛 = 𝑇𝑇𝑟𝑟𝑇𝑇𝑇𝑇 𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑇𝑇
𝑇𝑇𝑟𝑟𝑇𝑇𝑇𝑇 𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑇𝑇+𝐹𝐹𝐹𝐹𝐹𝐹𝑃𝑃𝑇𝑇 𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑇𝑇

     (6) 

6.1.1.3 Recall 

A good classifier should have a recall of 1 which happens only when the numerator and 
denominator are equal, i.e. TP = TP +FN, does recall become 1. This also implies that FN is zero. 
The value of the denominator grows bigger than the numerator as FN rises, and the recall value 
lowers. 

𝑅𝑅𝑃𝑃𝑃𝑃𝑅𝑅𝑅𝑅𝑅𝑅 = 𝑇𝑇𝑟𝑟𝑇𝑇𝑇𝑇 𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑇𝑇
𝑇𝑇𝑟𝑟𝑇𝑇𝑇𝑇 𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑇𝑇+𝐹𝐹𝐹𝐹𝐹𝐹𝑃𝑃𝑇𝑇 𝑁𝑁𝑇𝑇𝑁𝑁𝐹𝐹𝑃𝑃𝑃𝑃𝑃𝑃𝑇𝑇

    (7) 

6.1.1.4 F-1 Score 

Only when precision and recall are both 1 does the F1 Score become 1. It is a better metric than 
accuracy since it is the harmonic mean of precision and recall. 

F1 = 2 ×  𝑃𝑃𝑟𝑟𝑇𝑇𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑛𝑛 ×𝑅𝑅𝑇𝑇𝑃𝑃𝐹𝐹𝐹𝐹𝐹𝐹
𝑃𝑃𝑟𝑟𝑇𝑇𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑛𝑛+𝑅𝑅𝑇𝑇𝑃𝑃𝐹𝐹𝐹𝐹𝐹𝐹

    (8) 

6.1.2 Saving models 
To avoid re-training the models that have already been trained previously, saving them into the 

proper formats was required. There are two file formats I used: .pickle and .h5. 
An H5 file is a hierarchical data formatted file system (HDF). It contains scientific data in 

multidimensional arrays. Training the Convolutional Neural Network model requires saving the 
model in this specific format. 

Pickle may be used to serialize Python object structures, which is the conversion of a memory 
object to a byte stream that can be saved as a binary file on a disk. All other models can be saved in 
this format. 

6.1.3 Splitting datasets into train test split. 
Within the sci-kit learn library’s model_selection package, there is a convenient tool that will split 

any data into training and testing segments [118]. 
x_train, x_test, y_train, y_test = train_test_split(data, labels, test_size = 0.15, 

random_state = 42) 

In the method’s parameters, one can specify what portion of the dataset will be tested and what 
portion will be the training subset. In my case by standard, I have decided to use 15% of the dataset 
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as testing and 85% as training. The random state parameter helps us to always use the same 
subsets. This helps to monitor changes in the model’s performance more accurately as now we are 
certain that the same data segments were used in each training and testing. 

6.2 Multilayer Perceptron (MLP) 
To understand MLP, one must first understand Perceptron. Frank Rosenblatt began by enhancing 

McCulloch and Pitt's neuron model and developed the Perceptron algorithm (which was originally 
designed as an image recognition system) that could learn the weights to provide an output. 
Rosenblatt's perceptron machine was based on the neuron, which is a fundamental unit of computing, 
that receives a series of pairs of inputs and weights. 

The main distinction in Rosenblatt's model is that the inputs are merged in a weighted total, and 
the neuron fires and provides an output if the weighted sum exceeds a predetermined threshold. The 
activation function is represented by threshold T (image). The neuron produces the value 1 if the 
weighted total of the inputs is greater than zero; else, the output value is zero. 

y = �1, if Σiwixi − T > 0
0, otherwise        (9) 

Minsky and Papert demonstrated in 1969 [107] that a Perceptron with only one neuron cannot be 
used for non-linear data. The Multilayer Perceptron is used to overcome this constraint. Input, one 
(or more) hidden layers, and output with numerous neurons grouped together are what make up a 
Multilayer Perceptron. In a Perceptron, neurons must have an activation function that imposes a 
threshold (i.e., ReLU or sigmoid), however in a Multilayer Perceptron, any activation function may 
be used. Because inputs are integrated with starting weights in a weighted sum and applied to the 
activation function, the Multilayer Perceptron falls under the category of feedforward algorithms. 
Each linear combination, on the other hand, gets transmitted to the next layer. 

MLP classifier is provided in Python within the sci-kit learn library’s neural network package 
[108]. It has many adjustable parameters, but for the sake of confusion avoidance, I will keep only 
the ones I’ve changed from default values in my training process. 
MLPClassifier(hidden_layer_sizes=(350,), alpha=0.001, batch_size=256, 

learning_rate=adaptive, max_iter=550, verbose=True, early_stopping=True , 

n_iter_no_change=20) 

Setting max iterations to 550 I limited the number of epochs with which the model will train. 
Besides that, by specifying that the model should stop if the validation score is not improving more 
than the tol value (which by default is 0.000100) after consecutive 20 epochs I made sure that it does 
not overfit.  

With these settings, the model stopped at epoch 103 (meaning it converges at epoch 83) with a 
validation score being 87.2% and loss being 0.064. The accuracy turned out to be 88.94% with the 
average precision value being 0.8530, average recall being 0.8542 and average F-1 score being 
0.8681. Refer to Appendix1 for more detailed information with all results. 
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6.3 Convolutional Neural Networks 
A Convolutional Neural Network (CNN) is a Deep Learning algorithm that can take in data, assign 

learnable weights and biases, and distinguish between them. The amount of pre-processing required 
by a ConvNet is much less than that required by other classification techniques. One of the 
advantages of ConvNets is that they can learn filters/characteristics with enough training. 

Keras library of Python provides 1D convolutional layers for tasks that are not image related 
(compared to 2D and 3D) [111]. This layer creates a convolution kernel that is convolved with the 
layer input over a single spatial (or temporal) dimension to produce a tensor of outputs. 
model = Sequential() 

model.add(Conv1D(128, 5,padding='same', input_shape=(Xtrn.shape[1],1))) 

model.add(Activation('relu')) 

model.add(Dropout(0.1)) 

model.add(MaxPooling1D(pool_size=(8))) 

model.add(Conv1D(128, 5,padding='same',)) 

model.add(Activation('relu')) 

model.add(Dropout(0.1)) 

model.add(Flatten()) 

model.add(Dense(4)) 

model.add(Activation('softmax')) 

lr_schedule = tf.keras.optimizers.schedules.ExponentialDecay( 

    initial_learning_rate=1e-2, 

    decay_steps=1000, 

    decay_rate=0.9) 

es = EarlyStopping(monitor='val_loss', mode='min', verbose=1, patience=10) 

opt = tf.keras.optimizers.Adam(learning_rate=lr_schedule) 

model.compile(loss='categorical_crossentropy', optimizer=opt, 

metrics=['accuracy']) 

history=model.fit(Xtrn, Y, batch_size=16, epochs=100, validation_data=(Xtst, 

Ytst),callbacks=[es]) 

The model uses 2 Conv1D layers and one MaxPooling1D layer. The activation function is 
softmax. The learning rate is used with the decay method. And an early stopping mechanism is set 
to make sure that the model does not overfit. If there are no improvements in validation loss score 
within 10 epochs the model will stop. The batch size is set to 16 to make sure that utterances from 
different datasets learn together. The epochs were set to 100 but the model converged after the 39th 
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epoch resulting in 88.49% accuracy with 0.2961 loss and validation accuracy of 84.3% with 
validation loss of 0.4555. The average precision is 0.89, the average recall is 0.88 and the average 
F-1 score is 0.88. The plot of the model’s convergence can be seen in Fig. 15. And refer to Appendix1 
for more detailed information with all results. 

 
Figure 15. Model Loss and Model Accuracy plots using matplotlib 

6.4 Decision Tree 
For classification and regression, the Decision Tree is a non-parametric supervised learning 

approach. The objective is to learn basic decision rules from data attributes to develop a model that 
predicts the value of a target variable. A tree is an approximation of a piecewise constant. Internal 
nodes represent dataset features, branches represent decision rules, and each leaf node represents the 
result (Fig. 16). It is, in essence, a graphical representation for obtaining all feasible answers to a 
problem/decision based on specified circumstances. 

 
Figure 16. The depiction of the Decision Tree’s structure [109] 
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DecisionTreeClassifier(criterion='gini', splitter=’best’, min_samples_split=2, 

min_samples_leaf=1,  max_features=None) 

The Decision Tree classifier can be found within the sci-kit learn library [110]. Setting splitter to 
best helps the accuracy by 3%. Changing other values generally did not improve the performance of 
the model, so it was best to keep them default. The highest accuracy was 74.27% with average recall, 
average precision, and average F-1 score all being 0.75. Refer to Appendix1 for more detailed 
information with all results. 

6.5 Random Forest 
As the name indicates, a random forest is made up of a huge number of individual decision trees 

that work together as an ensemble. Each tree in the random forest produces a class prediction, and 
the class with the most votes becomes the prediction of the model (Fig. 17). 

 
Figure 17. The depiction of the Random Forest that is made up of Decision Trees 

The wisdom of crowds is the basic principle underlying random forest, and it's a simple yet 
effective one. The reason the random forest model works so well is that it consists of a huge number 
of largely uncorrelated models (trees) that work together to outperform any of the individual 
constituent models. 
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The sci-kit’s ensemble package provides the RandomForestClassifier model with lots of 
adjustable parameters [112]. I will keep them short to the ones I have changed from default values 
to not confuse the reader. 
RandomForestClassifier(n_estimators=100, max_features=None, bootstrap=True, 

oob_score=True, n_jobs=-1, verbose=1) 

Setting bootstrap to true and o0b_score to true (which can be true only if bootstrap is true) 
performed by 12% better from an accuracy perspective. While keeping most of the parameters to 
default had a better output. The highest accuracy was 88.26% with average recall being 0.8773, 
average precision 0.8773 and average F-1 score being 0.8757. Refer to Appendix1 for more detailed 
information with all results. 

6.6 Gradient Boost Decision Tree 
   The name "Gradient Boosting" comes from Friedman's article Greedy Function Approximation: 

A Gradient Boosting Machine. XGBoost stands for "Extreme Gradient Boosting." XGBoost is used 
to solve supervised learning issues, such as predicting a target variable using training data (with 
many features). Gradient boosting machines merge decision trees as well, but they do it from the 
beginning rather than the conclusion in comparison to Random Forests. Gradient boosting combines 
outcomes along the way, whereas Random Forests combine findings after the process. 
xgb.XGBClassifier(max_depth=7, eta=0.008, objective='multi:softprob', 

sub_sample=0.8, booster='gbtree') 

This method is part of the xgboost library [27]. The learning rate is specified by the eta parameter. 
The learner type is determined by the booster parameter. This is often a tree or a linear function. The 
model for trees will be made out of an ensemble of trees. The objective parameter is set to 
multi:softprob. Which by itself is the same as softmax, but outputs a vector of ndata * nclass, and 
then into ndata * nclass shaped matrix. Each data point corresponding to each class has a projected 
probability of the outcome. The ratio of the training instances is determined by subsample and it 
occurs in every boosting cycle. Setting it to 0.5 implies that before building trees, XGBoost will 
randomly pick half of the training data. Overfitting will be avoided as a result of this. The maximum 
depth of a tree is set to 7 because any higher number will make the model more complex and prone 
to overfitting. The highest accuracy was 84.42% with average recall being 0.8531, average precision 
0.8527 and average F-1 score being 0.8516. Refer to Appendix1 for more detailed information with 
all results. 

6.7 Linear Support Vector Classifier 
The support vector machine algorithm's goal is to find a hyperplane in an N-dimensional space 

that categorizes data points. There are several hyperplanes with help of splitting the two kinds of 
data points. SVC's goal is to locate a plane with the greatest margin, or the greatest distance between 
data points from both classes. Maximizing the margin distance gives some reinforcement, making it 
easier to classify subsequent data points. SVC with kernel = 'linear' is equivalent to Linear SVC. The 
distinction between the two is that LinearSVC is written in liblinear, whereas SVC is written in 
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libsvm. That's why LinearSVC gives you additional options when it comes to penalties and loss 
functions. It also handles a larger number of samples better. At the same time accepts both dense and 
sparse input, and multiclass support is implemented via a one-vs-rest (ovr) approach. The classifier 
method can be found in the sci-kit library [114]. 
LinearSVC(penalty='l2', loss='squared_hinge', tol=0.0001, multi_class='ovr', 

verbose=1,  max_iter=10000) 

The penalty is chosen to be l2 and l1 leads to coef_ vectors that are sparse. But considering that 
we will be using coef_for the feature selection this must be avoided. Linear SVC supports multiclass 
classification when y has more than 2 classes. According to the documentation setting the dual 
parameter to false is a preferred setting when the number of features is more than the number of 
samples. At the same time, SVC tends to require more iterations which is why the max_iter 
parameter was set to 10000. After the training, the model converged on the 5015th iteration with an 
accuracy of 77.65%. The average precision is 0.7817, the average recall is 0.7825 and the average 
F-1 score is 0.7810. Refer to Appendix1 for more detailed information with all results. 

6.8 Multinomial Naïve Bayes 
The Multinomial Naive Bayes algorithm is a common Bayesian learning method in Natural 

Language Processing. The Naive Bayes classifier is made up of several algorithms, all of which have 
one thing in common: each feature being classified is unrelated to any other feature. The presence 
or absence of one trait does not influence the inclusion or exclusion of another.  

It is part of the sci-kit learn library’s naïve Bayes package model [115]. Compared to the other 
models previously mentioned, it does not have as many parameters (just 3). 
MultinomialNB(alpha=1.0, fit_prior=True, class_prior=None) 

Specifying any of the default values ruins the performance of the model. This model is the worst 
performing out of all, which makes sense because it is not suited for this type of classification. The 
highest accuracy was 49.98% with average recall being 0.47, average precision 0.539 and average 
F-1 score being 0.458. Refer to the Appendix1 for more detailed information with all results 

6.9 Logistic Regression 
The process of finding a discrete result given input is logistic regression modeling. The outcome 

of the most frequent logistic regression models is binary. However, depending on many independent 
factors, Multinomial logistic regression may be used to predict categorical placement in or the 
probability of classification on a dependent variable. Multinomial logistic regression requires careful 
consideration of sample size and outlying case examination. The method of modeling the probability 
of a discrete result given an input variable is known as logistic regression. The outcome of the most 
frequent logistic regression models is binary. However, depending on many independent factors, 
Multinomial logistic regression may be used to predict categorical placement in or the probability of 
classification on a dependent variable. Multinomial logistic regression requires careful consideration 
of sample size and outlying case examination. 
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Within the sci-kit library’s linear model package Logistic Regression exists [104]. In the 
multiclass case, the training algorithm uses the one-vs-rest (OvR) scheme.  
LogisticRegression(dual=False, tol=0.005, C=1.0,  solver='saga', 

multi_class='multinomial', max_iter=100, verbose=1, n_jobs=-1) 

The ‘multi_class’ option is set to ‘multinomial’ cause it is not a binary classification. When there 
are more samples than features, the dual parameter should be set to false. Setting solver to saga 
improved the performance a bit compared to lbfgs. The tolerance is set to 0.005 (meaning it should 
stop iterations after it hits this point) and max_iter to 100. With this, the model converged after the 
88th epoch. The highest accuracy was 79.12% with the average recall being 0.8079, average 
precision of 0. 8074 and the average F-1 score being 0. 8079. Refer to the Appendix1 for more 
detailed information with all results 

7 EXPERIMENTS WITH AZERBAIJANI DATASET 
After manually analyzing the Azerbaijani dataset that I have collected through the Telegram app, 

I have realized that these speech pieces are not as emotionally expressive as the English or German 
datasets. But the main concern of mine was that this dataset being small is something that will likely 
affect the results as well (i.e., overfitting model). Therefore, I was expecting to have some poor 
classification results. With that in mind, I have decided that I should try multiple experiments on 
how to include this dataset in others. Some experiments showed really poor accuracies of 17-35% 
while one of them showed a very decent performance. The results of the experiments are below. 

7.1 Experiment 1 
The first experiment I have done is by training all models with the previously mentioned datasets 

(SAVEE, TESS, RAVDESS, and EMODB) and saving the models into a pickle file. Then, using 
these models predict Azerbaijani datasets. It is also worth mentioning that the validation accuracy 
was around 80%, which shows that there are clear issues with the Azerbaijani dataset. This resulted 
in poor accuracy predictions (Table 4).  

Table 4. Outputs of the first experiment 

Model Accuracy 
Validation 
Accuracy 

Average 
Precision 

Average 
Recall 

Average F-1 
Score 

Confusion 
Matrix 

Multilayer 
Perceptron 

19.23% 86.5% 0.172 0.192 0.17 

[10  4 10  2] 
[18  0  4  4] 
[15  0  5  6] 
[13  4  4  5] 

Convolutional 
Neural Network 

15.38% 78.8% 0.168 0.153 0.121 

[ 2 11  0 13] 
[ 1 12  6  7] 
[ 1 19  0  6] 
[ 1 17  6  2] 

Decision Tree 16.35% 80.1% 0.162 0.163 0.16 
[ 6  7  9  4] 
[ 7  2  9  8] 
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[ 8  0  5 13] 
[ 6  5 11  4] 

Random Forest 14.42% 79% 0.095 0.144 0.11 

[10  6  5  5] 
[22  0  1  3] 
[15  0  0 11] 
[11  2  8  5] 

Gradient Boost 
Decision Tree 

17.31% 80.3% 0.11 0.173 0.129 

[12  5  5  4] 
[18  0  2  6] 
[17  0  0  9] 
[12  2  6  6] 

Linear SVC 21.15% 78.3% 0.251 0.211 0.166 

[16  6  4  0] 
[20  0  5  1] 
[23  0  2  1] 
[15  2  5  4] 

Multinomial 
Naïve Bayes 

22.12% 68% 0.221 0.221 0.219 

[ 7  6  7  6] 
[ 9  4  4  9] 
[ 8  1  5 12] 
[ 4 11  4  7] 

Logistic 
Regression 

18.27% 78.9% 0.131 0.182 0.126 

[15  7  2  2] 
[20  1  1  4] 
[22  0  0  4] 
[17  3  3  3] 

7.2 Experiment 2 
The next experiment was to train the models with the Azerbaijani dataset included in the whole 

input dataset and then test only on the Azerbaijani dataset. This resulted still in the best performance 
out of all experiments. Because in this case, models were more “aware” of the less expressive 
emotional speeches and at the same time Azerbaijani utterances were trained with the rest datasets. 
The results of each model are shown below (Table 5). 

Table 5. Outputs of the second experiment 

Model Accuracy 
Validation 
Accuracy 

Average 
Precision 

Average 
Recall 

Average F-1 
Score 

Confusion 
Matrix 

Multilayer 
Perceptron 

79.81% 83.36% 0.82 0.798 0.798 

[20  1  4  1] 
[ 1 17  1  7] 
[ 0  0 23  3] 
[ 2  0  1 23] 

Convolutional 
Neural Network 

73.08% 92.01% 0.735 0.73 0.731 

[20  2  1  3] 
[ 2 20  2  2] 
[ 1  5 18  2] 
[ 1  3  4 18] 
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Decision Tree 100% 89.3% 1 1 1 

[26  0  0  0] 
[ 0 26  0  0] 
[ 0  0 26  0] 
[ 0  0  0 26] 

Random Forest 100% 91% 1 1 1 

[26  0  0  0] 
[ 0 26  0  0] 
[ 0  0 26  0] 
[ 0  0  0 26] 

Gradient Boost 
Decision Tree 

74.04% 77.8% 0.76 0.74 0.744 

[19  1  4  2] 
[ 4 19  0  3] 
[ 7  0 18  1] 
[ 2  0  3 21] 

Linear SVC 29.81% 73.1% 0.311 0.298 0.264 

[ 6 12  8  0] 
[ 6  6 12  2] 
[ 4  4 17  1] 
[ 4  8 12  2] 

Multinomial 
Naïve Bayes 

23.08% 56% 0.182 0.23 0.174 

[ 3  7  0 16] 
[ 2  5  0 19] 
[ 3  5  0 18] 
[ 2  8  0 16] 

Logistic 
Regression 

24.04% 65.3% 0.233 0.24 0.229 

[ 3  8 11  4] 
[ 3  8  9  6] 
[ 1  5 10 10] 
[ 6  9  7  4] 

7.3 Experiment 3 
The last experiment I tested was by training and testing on just the Azerbaijani dataset. But the 

dataset is small and not as structural as the other datasets. This opened a gate to an underfit results. 
See the results in Table 6.  

Table 6. Outputs of the third experiment 

Model Accuracy 
Validation 
Accuracy 

Average 
Precision 

Average 
Recall 

Average F-1 
Score 

Confusion 
Matrix 

Multilayer 
Perceptron 

37.50% 22% 0.395 0.312 0.312 

[1 1 0 2] 
[1 0 0 1] 
[0 0 2 3] 
[2 0 0 3] 

Convolutional 
Neural Network 

25% 79.5% 0.204 0.287 0.225 

[2 1 2 0] 
[2 1 1 0] 
[0 0 1 1] 
[1 2 2 0] 
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Decision Tree 25% 29% 0.287 0.225 0.238 

[2 1 0 1] 
[1 0 1 0] 
[1 3 1 0] 
[1 1 2 1] 

Random Forest 18.75% 35% 0.375 0.162 0.201 

[1 2 1 0] 
[1 0 1 0] 
[0 4 1 0] 
[2 1 1 1] 

Gradient Boost 
Decision Tree 

31.25% 40% 0.416 0.262 0.261 

[1 1 2 0] 
[0 0 2 0] 
[0 2 3 0] 
[2 0 2 1] 

Linear SVC 18.75% 30% 0.312 0.162 0.205 

[1 2 0 1] 
[1 0 1 0] 
[1 3 1 0] 
[1 3 0 1] 

Multinomial 
Naïve Bayes 

18.75% 19.6% 0.166 0.312 0.154 

[1 1 2 0] 
[0 2 0 0] 
[0 5 0 0] 
[1 4 0 0] 

Logistic 
Regression 

25% 39.1% 0.375 0.362 0.226 

[1 3 0 0] 
[0 2 0 0] 
[0 4 1 0] 
[2 3 0 0] 

8 PROTOTYPE IMPLEMENTATION USING TELEGRAM 
After all these experiments I have decided to create a simple interfaced prototype using Telegram 

Bots once again. With this bot (@SERuiBot) user can record a voice and the bot will immediately 
start processing it with the following steps: 

1. Before the processing anything it loads all models saved into a pickle and h5 files; 
2. It converts the recorded audio track into the .wav file; 
3. Extracts features from that wav file; 
4. Predicts the emotion using all the models; 
5. Sends back a message with predicted emotion. 

The models used for this bot to function are the ones from experiment 2, as they have included all 
possible datasets I had. At the same time, the predicted emotions have different weights depending 
on the model. The models that had higher overall performance should have a higher importance 
level. Neural networks have 2x of the importance, tree-based models have 1.5x importance and the 
rest have 1x importance weights. The manual check of performance showed average results, and that 
is mainly due to the limitation of available data.  
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9 DISCUSSION AND FUTURE WORK 
In this project, the non-linguistic approach to emotion detection is observed as a difficult task. As 

discussed in the literature review of this paper, multiple cues besides the words spoken like facial 
expression and environment could potentially help better understand the underlying emotion than 
just a voice sound. This task by itself can be hard for humans, not to mention machines. 

But even if the project is focused on the non-linguistic approach, it is better if the targeted audio 
focuses on one specific language. With that machine can learn about specific tonalities that may be 
affected by cultural differences in pronunciations.  And for that, in the case of the Azerbaijani dataset, 
I would need to collect more samples. And of course, this will also require specific tuning that will 
help in recognizing an emotion for a specific dataset easier.  

To improve the project’s outcome, it would be even better to add aiding features of sentiment 
analysis. This is a combination of different tasks to create a bigger one. By knowing what a person 
says (for that speech-to-text and then sentiment analysis of the text is required) the machine is likely 
to understand what their underlying emotional state is. 

At the same time, there could be more potential improvements in segmenting the audio files and 
finding which emotion represents which piece. As it is not uncommon that people tend to have 
different emotions within little time period, machine should be able differ them to identify what may 
have cause the change of the expressions. With that, being able to show emotion at the time of 
communication (i.e., not analyzing a recorded file but the real-time speech) would be another 
improvement in the field. 

Clearly, the techniques I have used in this project are not the only available ones and there 
potentially could be more experiments with various approaches. The topic is broad and requires more 
time and detailed analysis of all perspectives. 
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APPENDICES 

A.1  Complete table with models and their outputs. 
Note that these values are affected by usage of StandardScaler, static-based feature selection methods and slightly different tuning methods for the classifiers. 

Dataset Model Epochs Accuracy 
Precision Recall F-1 Score Confusion 

Matrix Neutral Positive Angry Sad Neutral Positive Angry Sad Neutral Positive Angry Sad 

RAVDESS 
+ 

SAVEE 
+ 

TESS 
+ 

EMODB 

Multilayer 
Perceptron 

103 88.94% 0.87 0.878 0.886 0.925 0.924 0.899 0.850 0.88 0.893 0.888 0.868 0.903 
[196   9      5     8] 
[  6   171   18    6] 
[  4     8    197   4] 
[ 17    5      8 224] 

Convolutional 
Neural 

Network 
28 88.49% 0.827 0.863 0.935 0.929 0.913 0.92 0.898 0.803 0.868 0.89 0.916 0.862 

[201   11     6    2] 
[ 12   208    2    4] 
[ 12   4    203    7] 
[ 18    18    6 172] 

Decision 
Tree 

- 74.27% 0.669 0.825 0.675 0.8 0.704 0.761 0.726 0.771 0.686 0.792 0.7 0.785 
[166  12   17   23] 
[  8   146  34   13] 
[ 10   40  150  13] 
[ 17   18   23 196] 

Random 
Forest 

34 88.26% 0.865 0.871 0.873 0.915 0.873 0.931 0.82 0.897 0.869 0.9 0.846 0.906 

[203   4     7      4] 
[  7   165  18   11] 
[  3    18   186   6] 
[ 20     2    4  228] 

Gradient 
Boost 

Decision 
Tree 

- 84.42% 0.831 0.805 0.867 0.88 0.882 0.931 0.751 0.811 0.856 0.863 0.805 0.844 

[203   4     7      4] 
[  9   151  23   18] 
[  5    14  188    6] 
[ 35    5     8  206] 

Linear 
Support 
Vector 

Classifier 

5015 77.65% 0.76 0.76 0.753 0.824 0.788 0.784 0.731 0.795 0.774 0.772 0.742 0.809 

[171  19   14   14] 
[ 10  147  26   18] 
[ 14   20  168  11] 
[ 30    9    13 202] 

Multinomial 
Naïve 
Bayes 

- 48.98 0.574 0.725 0.401 0.456 0.342 0.302 0.353 0.881 0.429 0.427 0.375 0.601 

[ 66  26   21  105] 
[  6   71   25    99] 
[ 10  67   73    63] 
[  9   13    8   224] 

Logistic 
Regression 

94 79.12 0.803 0.762 0.84 0.771 0.826 0.839 0.761 0.744 0.814 0.799 0.798 0.757 

[183   4    9     22] 
[  8   153 19    21] 
[  6    18  176  13] 
[ 43    7   15  189] 
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