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Abstract. The article is devoted to the investigation of speech recognition in Flight Simulator 

cockpit. We have done research and developed software for speech recognition in Flight 

Simulator with limited vocabulary in C# from scratch. The speech recognition system works in 

real time and offline mode in Windows platform. We used Mel Frequency Cepstral 

Coefficients and Linear Predictive Coefficients feature extraction algorithms and trained the 

system by multilayer artificial neural networks. The User Interface of platform is highly 

functional and allows users to update system parameters through the interface. Our Speech 

Recognition system results are compared to the results of Microsoft Speech SDK and received 

satisfactory achievement.  

1.  Introduction 
Virtual Reality (VR) creates an opportunity for users to interact with three-dimensional digital 

representations of products through natural human means. Through combining speech interface with a 

feasibility to interact directly with objects in the virtual environment leads to a multimodal interface 

wherein users are able to interact with the Virtual Reality surroundings by the means of physical or 

speech commands [1]. 

 Two approaches are available for applying speech recognition to a virtual environment: speech of 

fully interactive and speech of “command and control”. Notwithstanding the fact that fully interactive 
speech makes possible to recognize numerous words and phrases, it requires a speaker-dependent 

system to be applied. The speech of “command and control” needs just a minor set of predefined 

commands and allows using speaker-independent methods [9]. As the illustrated approach demands 
only a limited vocabulary, we have chosen the command and control approach combined with 

speaker-independence. The main purpose of the article is to realize the system with a menu of speaker-

independent, command and control speech recognition for Flight Simulator which one of the VR 

applications. As experiment we recognize 41 Flight checklist commands. The major function of the 

flight deck checklist is to ensure that the crew will properly configure the airplane for any given 

segment of flight.  
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2.  Related works 
There are many researches have been investigated for speech recognition. 

D Doye et. al. suggested non-linear time alignment model for the Marathi language. As feature 
extraction algorithms they used Mel Frequency Cepstral Coefficients (MFCC), Linear Frequency 

Cepstral Coefficients (LFCC) and Linear Prediction Coefficient (LPC) [12]. 

In [13] authors used DTW approach based on MFCC features for the Speech Recognition of Tamil 
database.  

Elyes et. al. suggested hybrid approach of SVM/HMM for Arabic ASR based on triphones 

modelling. They showed SVM/HMM hybrid model gives better results than HMMs and MLP/HMM 

models [14].  

J. Padmanabhan et.al used Gaussian mixture model and HMM for automatic speech recognition 

[15].  

In  [16] authors proposed sparse auto-encoder using Convolution Neural Network.  

In [17] authors suggested hybrid HMM/DTW approach by using kernel adaptive filters for speech 

analysis and recognition.  
Aida-zade et al. applied multi-structured neural networks to improve SR for Azerbaijani language 

[20][22]. 

The authors from [19] developed End-to-End Speech Recognition with Recurrent Neural 

Networks.  They trained SR from raw data without intermediate phonetic representation. The 

suggested system is based on a combination of the deep bidirectional LSTM and the Connectionist 

Temporal Classification objective function. They achieved 27.3% WER on the Wall Street Journal 

corpus with no prior linguistic information, 21.9% with only a lexicon of allowed words, and 8.2% 
with a trigram language model. Combining the network with a baseline system further reduces the 

error rate to 6.7%. 

Xiang-Lilan et. al. introduced merged-weight dynamic time wrapping algorithm and showed this 
approach gives better result than DTW [20].  

 

3.  Feature extraction 
The following tasks have been carried out for calculation of characteristics of speech. 

Cleaning noise from speech. As speech signal varies in low frequency, for cleaning high frequency 

noise of it, speech is filtered in first order high frequency filter.  

Identification of the end points of speech. Identifying the start and end points of pronounced speech 

is one of the main problems in Speech Recognition. VAD (Voice Activation Detection) is one of the 

methods used to identify the end points of speech signal. Our system provides user with three 

parameters to identify the end points of speech accurately. 

1. The number of blocks that speech is divided to identify the end points of speech. In our system, 

for silence 100 partitions have been spared. Having high value helps to get the pauses between 
speech’s phonemes.  

2. The number of blocks in which environmental sounds occur. In our system, 5 blocks have been 

spared for silence (30msecs). 
3. Speech separation coefficient. Changing this coefficient according to speech recording 

sensitivity, we can test the correctness of identification of end points of speech signal. 

Dividing words which establish speech into classes, and finding their average length: As the 

recognition system that we create is realized with neural networks model, the input of neural networks 

should be collection of data taken in equal length. That’s why speech parts with different length are 

resulted in matching length. Lagrange’s interpolation method is used for this problem.  

Speech framing. According to the practices, speech signal keeps its stationarity in some interval, 

for approximately 20 ms. Using speech signal’s quasi stationary characteristics, to analyse speech, it is 

divided into frames. In the next steps, before applying discrete Fourier transformation, speech signal is 
multiplied by Hamming window. After Hamming window, in some part of speech signal information 
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decreases considerably. That’s why, to avoid the risk of losing useful information of speech signal, 

frames are approximately overlapped.  

Feature extraction from speech frames. In our system, two types of features extraction algorithms 
are used in parallel: Mel Frequency Cepstral Coefficients (MFCC) and Linear Predictive Coding 

(LPC) features. 

Cleaning speech signal from channel effect. While recording speech signal some noise occur, 
which is called channel effect. During system training and afterward usage of it different channel 

effects decreases the system recognition accuracy. To avoid this, cepstral mean subtraction method is 

used. 

4.  Recognition module 
Depending on the pronunciation of speech, system divides speech samples into classes according to 

their length: short and long. Artificial neural networks is used to train the system. Separate network is 

created for each class. The outputs of neural networks are number of words in class, and input of 

neural networks are number of features of speech signal. The neural network that we use is fully 

connected graph and trained by conjugate gradient method. 
As mentioned above, in the speech pre-processing block, its MFCC and LPCC features are 

calculated. Training and recognition are done based on both two features. Results are compared based 

on recognition according to both two features.  

Recognition process is done in two steps: 

1. Parallel recognition processes are done in MFCC-based and LPC-based subsystems. 

2. Calculated recognition results are compared in MFCC-based and LPC-based subsystems, and 

speech recognition system accept the result of two subsystem. 
 

5.  Experiment results and Conclusion 
We have done research and developed software for speech recognition in Flight Simulator with limited 
vocabulary in C# from scratch. As experiment we recognize 41 Flight checklist commands. The major 

function of the flight deck checklist is to ensure that the crew will properly configure the airplane for 

any given segment of flight. The list of checklist commands given in the table 1. We processed 
approximately 33000 speech samples from 80 people and applied artificial neural networks to train 

collected data. We divide commands into two classes (long and short) and trained neural networks for 

each class. Some words included in both classes. At first, the system checks uttered command length, 

then call the appropriate neural network for recognition.  

Table 1. The list of checklist commands 

Preflight inspection Cockpit 

Towbar Cockpit checklist completed 

Weight and balance One 

AC documents Two 

Circuit Breakers three 

Seats & Belts Four 
Cabin doors Five 

Fuel selector Six 

All switches seven 
Completed eight 

On nine 

Off zero 

Closed decimal 

Checked removed 

Fuel Shutoff Valve aboard 

Shut-off cabin heat adjusted & locked 
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Alternate air door locked 

Battery+Main bus open 
Fuel Quantity In 

Fuel Temperature Sufficient 

Flight controls  

 

The speech recognition system works in real time and offline mode in Windows platform. We used 

Mel Frequency Cepstral Coefficients and Linear Predictive Coefficients feature extraction algorithms 

and trained the system by multilayer artificial neural networks. The User Interface of platform is 

highly functional and allows users to update system parameters through the interface. Our Speech 

Recognition system results are given in table 2 and 3. We tested Microsoft Speech SDK for our data 

set and received 89.6% correct recognition, 2% error recognition and 8.4% rejection rate. It is not fair 

to compare directly our results with Microsoft Speech SDK due to data collection conditions. Our 

collected data and testing data were recorded in same environments and by the same microphone.  

 
Table 2. Recognition result of the training samples 

 Accuracy (%) Rejection (%) Error (%) 
Short words with MFCC  99.86 0.14 0.00 
Short words with LPC 98.85 1.12 0.03 
Long words with LPC 99.97 0.03 0.00 
Long words with MFCC 99.97 0.03 0.00 

 
Table 3. Recognition result of the test samples 

 Accuracy (%) Rejection (%) Error (%) 
Short words with MFCC  94.85 4.36 0.79 
Short words with LPC 93.86 4.56 1.58 
Long words with LPC 97.56 1.72 0.72 
Long words with MFCC 97.56 1.72 0.72 
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